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Chapter 1 Introduction

The SB-2804-G1A3 RAID Subsystem

SB-2804-G1A3 connects to the host system in iSCSI interface. It can be configured to any RAID
level. SB-2804-G1A3 provides reliable data protection for servers and the RAID 6 function is
available. The RAID 6 function allows two HDD failures without any impact on the existing data.
Data can be recovered from the remaining data and parity drives. (Data can be recovered from the

rest disks/drives.)

Snapshot-on-the-box is a fully usable copy of a defined collection of data that contains an
image of the data as it appeared at the point in time, which means a point-in-time data replication.
It provides consistent and instant copies of data volumes without any system downtime. SB-2804-
G1A3 Snapshot-on-the-box can keep up to 32 snapshots for all data volumes. Rollback feature is
provided for restoring the previously-snapshot data easily while continuously using the volume for
further data access. The data access is regular as usual including read/write without any impact to
end users. The "on-the-box" terminology implies that it does not require any proprietary agents
installed at host side. The snapshot is taken at target side and done by SB-2804-G1A3. It will not
consume any host CPU time thus the server is dedicated to the specific or other application. The
snapshot copies can be taken manually or by schedule every hour or every day, depends on the

modification.

SB-2804-G1A3 is the most cost-effective disk array subsystem with completely integrated high-
performance and data-protection capabilities which meet or exceed the highest industry standards,

and the best data solution for small/medium business users.



1.1 Key Features

. 2 x GbE ports support independent access, fail-over or load-balancing (802.3ad port
trunking, LACP)

. Supports iSCSI jumbo frame

. Supports Microsoft Multipath 1/0 (MPIO)

. Supports RAID levels 0, 1, 0+1, 3, 5, 6, 10, 30, 50, 60 and JBOD

. Local N-way mirror: Extension to RAID 1 level, N copies of the disk.

. Global and dedicated hot spare disks

. Write-through or write-back cache policy for different application usage

. Dedicated or shared cache allocation for volume usage

. Supports greater than 2TB per volume set (64-bit LBA support)

n Supports manual or scheduling volume snapshot (up to 32 snapshot)

. Snapshot rollback mechanism

. Online volume migration with no system down-time

. Online volume expansion

. Instant RAID volume availability and background initialization

n Supports S.M.A.R.T, NCQ and OOB Staggered Spin-up capable drives



1.2 Technical Specifications

Form Factor: 2U 19-inch rackmount chassis

RAID processor: Intel I0P341 64-bit

RAID Level: 0, 1, 0+1, 3, 5, 6, 10, 30, 50, 60 and JBOD

N-way mirror (N copies of the disk)

Cache memory: 512MB ~ 2GB DDR II

No. of channels (host + drive): 2 + 8

Host bus interface: 1Gb/s Ethernet

Drive bus interface: 3Gb/s SATA Il

Hot-swap drive trays: Eight (8) 1-inch trays

Host access control: Read-Write & Read-Only

Supports CHAP authentication

802.3ad port trunking, LACP support

Jumbo frame support

Maximum logical volume: up to 256

Maximum host connection: up to 32

Maximum host clustering: up to 8 for one logical volume

Manual/scheduling volume snapshot: up to 32

Snapshot rollback mechanism support

Supports Microsoft Multipath 1/0 (MPIO)

Global/dedicated cache configurable by volume

Global and dedicated hot spare disks

Online Volume migration

Online Volume sets expansion

Configurable stripe size

Instant RAID volume availability and background initialization support

Supports over 2TB per volume

Online consistency check

Bad block auto-remapping

S.M.A.R.T. support




New disk insertion / removal detection

Auto volume rebuild

Array roaming

Audible alarm

Password protection

UPS connection

Hot-swap power supplies: Two (2) 350W power supplies w/PFC

Cooling fans: 2

Battery backup(Option)

Power requirements: AC 90V ~ 264V full range, 8A ~ 4A, 47Hz ~ 63Hz

Environmental

Relative Humidity: 10% ~ 85% Non-condensing

Operating Temp: 10°C ~ 40°C (50°F ~ 104°F)

Physical Dimensions: 88(H) x 482(W) x 650(D)mm

Weight: 12.5 kgs (without drives)




1.3 Terminology

The document uses the following terms:

RAID RAID is the abbreviation of “Redundant Array of Independent Disks”.
There are different RAID levels with different degree of the data
protection, data availability, performance to host environment.

PD The Physical Disk belongs to the member disk of one specific volume
group.

VG Volume Group. A collection of removable media or physical disks. One VG
consists of a set of UDVs and owns one RAID level attribute.

ubv User Data Volume. Each VG could be divided into several UDVs. The UDVs
from one VG share the same RAID level, but may have different volume
capacity.

Ccv Cache Volume. SB-2804-G1A3 uses the on board memory as cache. All
RAM (except for the part which is occupied by the controller) can be used
as cache. User can divide the cache for one UDV or sharing among all
UDVs. Each UDV will be associated with one CV for data transaction. Each
CV could be assigned different cache memory size.

LUN Logical Unit Number. A logical unit number (LUN) is an unique identifier
used on a iSCSI connection which enables it to differentiate among
separate devices (each of which is a logical unit).

GUI Graphic User Interface.

RAID width, RAID width, copy and row are used to describe one VG.

RAID copy, Eq.-

RAID row g+

(RAID cell in 1. One 4-disk RAID 0 volume: RAID width= 4; RAID copy=1;

one row) RAID row=1.

2. One 3-way mirroring volume: RAID width=1; RAID copy=3;
RAID row=1.

3. One RAID 10 volume over 3 4-disk RAID 1 volume: RAID
width=1; RAID copy=4; RAID row=3.

WT Write-Through cache write policy. A caching technique in which the
completion of a write request is not signaled until data is safely stored on
non-volatile media. Each data is synchronized in both data cache and the
accessed physical disks.

WB Write-Back cache write policy. A caching technique in which the

completion of a write request is signaled as soon as the data is in cache
and actual writing to non-volatile media occurs at a later time. It speeds
up system write performance but needs to bear the risk where data may
be inconsistent between data cache and the physical disks in one short
time interval.




RO Set the volume to be Read-Only.

DS Dedicated Spare disks. The spare disks are only used by one specific VG.
Others could not use these dedicated spare disks for any rebuilding
purpose.

GS Global Spare disks. GS is shared for rebuilding purpose. If some VGs need
to use the global spare disks for rebuilding, they could get the spare disks
out from the common spare disks pool for such requirement.

DC Dedicated Cache.

GC Global Cache.

DG DeGraded mode. Not all of the array’s member disks are functioning, but
the array is able to respond to application read and write requests to its
virtual disks.

S.M.A.R.T. Self-Monitoring Analysis and Reporting Technology.

WWN World Wide Name.

HBA Host Bus Adapter.

MPIO Multi-Path Input/Output.

MC/S Multiple Connections per Session

S.E.S SCSI Enclosure Services.

NIC Network Interface Card.

iSCSI Internet Small Computer Systems Interface.

LACP Link Aggregation Control Protocol.

MTU Maximum Transmission Unit.

CHAP Challenge Handshake Authentication Protocol. An optional security
mechanism to control access to an iSCSI storage system over the iSCSI
data ports.

iSNS Internet Storage Name Service.
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1.4 RAID Concepts

RAID Fundamentals

The basic idea of RAID (Redundant Array of Independent Disks) is to combine multiple inexpensive
disk drives into an array of disk drives to obtain performance, capacity and reliability that exceeds
that of a single large drive. The array of drives appears to the host computer as a single logical
drive.

Five types of array architectures, RAID 1 through RAID 5, were originally defined; each provides
disk fault-tolerance with different compromises in features and performance. In addition to these
five redundant array architectures, it has become popular to refer to a non-redundant array of disk
drives as a RAID 0 arrays.

Disk Striping

Fundamental to RAID technology is striping. This is a method of combining multiple drives into one
logical storage unit. Striping partitions the storage space of each drive into stripes, which can be as
small as one sector (512 bytes) or as large as several megabytes. These stripes are then
interleaved in a rotating sequence, so that the combined space is composed alternately of stripes
from each drive. The specific type of operating environment determines whether large or small
stripes should be used.

Most operating systems today support concurrent disk 1/O operations across multiple drives.
However, in order to maximize throughput for the disk subsystem, the 1/0 load must be balanced
across all the drives so that each drive can be kept busy as much as possible. In a multiple drive
system without striping, the disk 1/0 load is never perfectly balanced. Some drives will contain
data files that are frequently accessed and some drives will rarely be accessed.

STRIPING DISK DRIVES

Disk 1 Disk 2 Disk 3 Disk 4
i . 2 |..]. 3.4
< 10 I O LI N 7N 8 .
L8] L R b O O -

13 14 15 | 16

Data stripes from each drive
are interleaved to create one logical drive.

By striping the drives in the array with stripes large enough so that each record falls entirely within
one stripe, most records can be evenly distributed across all drives. This keeps all drives in the
array busy during heavy load situations. This situation allows all drives to work concurrently on
different 1/0 operations, and thus maximize the number of simultaneous 1/0 operations that can
be performed by the array.
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Definition of RAID Levels

RAID O is typically defined as a group of striped disk drives without parity or data redundancy.
RAID 0 arrays can be configured with large stripes for multi-user environments or small stripes for
single-user systems that access long sequential records. RAID 0 arrays deliver the best data
storage efficiency and performance of any array type. The disadvantage is that if one drive in a
RAID 0 array fails, the entire array fails.

RAIDO

Writes can occur simultaneously on every drive.

2B EER]

DATA. DATA DATA IDATA DATA DATA

Vibid

Reads can occur simultaneously on every drive.

RAID 1, also known as disk mirroring, is simply a pair of disk drives that store duplicate data but
appear to the computer as a single drive. Although striping is not used within a single mirrored
drive pair, multiple RAID 1 arrays can be striped together to create a single large array consisting
of pairs of mirrored drives. All writes must go to both drives of a mirrored pair so that the
information on the drives is kept identical. However, each individual drive can perform
simultaneous, independent read operations. Mirroring thus doubles the read performance of a
single non-mirrored drive and while the write performance is unchanged. RAID 1 delivers the best
performance of any redundant array type. In addition, there is less performance degradation
during drive failure than in RAID 5 arrays.

Duplicate data is written to pairs of drives.

/,.. - ._\ /'__.

DATA DATA IDATA '_DATAI IDATA DATA

llllll

Reads can occur simultaneously on every drive.

RAID 3 sector-stripes data across groups of drives, but one drive in the group is dedicated to
storing parity information. RAID 3 relies on the embedded ECC in each sector for error detection.
In the case of drive failure, data recovery is accomplished by calculating the exclusive OR (XOR) of

12



the information recorded on the remaining drives. Records typically span all drives, which
optimizes the disk transfer rate. Because each 1/0 request accesses every drive in the array, RAID
3 arrays can satisfy only one 1/0 request at a time. RAID 3 delivers the best performance for
single-user, single-tasking environments with long records. Synchronized-spindle drives are
required for RAID 3 arrays in order to avoid performance degradation with short records. RAID 5
arrays with small stripes can yield similar performance to RAID 3 arrays.

Read and write operations span all drives.

+++++

DA'I’A DATA IDA'I'A 'ij'rA' IDA'I‘AI mnm:':

N Y N Y 9

Paralled access decreases data transfer time
for long sequential records.

Under RAID 5 parity information is distributed across all the drives. Since there is no dedicated
parity drive, all drives contain data and read operations can be overlapped on every drive in the
array. Write operations will typically access one data drive and one parity drive. However, because
different records store their parity on different drives, write operations can usually be overlapped.

Writes require parity to be updated.

o . \ e ._‘\ - Y N
| DJ\TJ\ DATI / DATA ' [ DATA | [ DATA | [ DATA |
PARI'!'\' PARI'I'Y I'.lRl'I'Y I'A!ll‘l'Y PARI‘I'Y PARIT‘I’

llllll

Reads can occur simultaneously on every drive.

Dual-level RAID achieves a balance between the increased data availability inherent in RAID 1
and RAID 5 and the increased read performance inherent in disk striping (RAID 0). These arrays
are sometimes referred to as RAID 0+1 or RAID 10 and RAID 0+5 or RAID 50.
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RAID 6 is similar to RAID 5 in that data protection is achieved by writing parity information to the
physical drives in the array. With RAID 6, however, two sets of parity data are used. These two
sets are different, and each set occupies a capacity equivalent to that of one of the constituent
drives. The main advantage of RAID 6 is High data availability — any two drives can fail without
loss of critical data.

RAID 6

Writes require parity to be updated.

Reads can occur simultaneously on every drive.

In summary:

*

RAID 0 is the fastest and most efficient array type but offers no fault-tolerance. RAID 0
requires a minimum of two drives.

RAID 1 is the best choice for performance-critical, fault-tolerant environments. RAID 1 is the
only choice for fault-tolerance if no more than two drives are used.

RAID 3 can be used to speed up data transfer and provide fault-tolerance in single-user
environments that access long sequential records. However, RAID 3 does not allow
overlapping of multiple 1/0 operations and requires synchronized-spindle drives to avoid
performance degradation with short records. RAID 5 with a small stripe size offers similar
performance.

RAID 5 combines efficient, fault-tolerant data storage with good performance characteristics.
However, write performance and performance during drive failure is slower than with RAID 1.
Rebuild operations also require more time than with RAID 1 because parity information is also
reconstructed. At least three drives are required for RAID 5 arrays.

RAID 6 is essentially an extension of RAID level 5 which allows for additional fault tolerance by
using a second independent distributed parity scheme (two-dimensional parity). Data is striped
on a block level across a set of drives, just like in RAID 5, and a second set of parity is
calculated and written across all the drives; RAID 6 provides for an extremely high data fault
tolerance and can sustain multiple simultaneous drive failures. It is a perfect solution for
mission critical applications.

14



RAID Management

The subsystem can implement several different levels of RAID technology. RAID levels supported

by the subsystem are shown below.

RAID Level

Description

Min. Drives

Block striping is provide, which yields higher
performance than with individual drives. There is
no redundancy.

Drives are paired and mirrored. All data is 100%6
duplicated on an equivalent drive. Fully
redundant.

N-way
mirror

Extension to RAID 1 level. It has N copies of the
disk.

3

Data is striped across several physical drives.
Parity protection is used for data redundancy.

Data is striped across several physical drives.
Parity protection is used for data redundancy.

Data is striped across several physical drives.
Parity protection is used for data redundancy.
Requires N+2 drives to implement because of
two-dimensional parity scheme

0O+1

Mirroring of the two RAID 0O disk arrays. This
level provides striping and redundancy through
mirroring.

10

Striping over the two RAID 1 disk arrays. This
level provides mirroring and redundancy through
striping.

30

Combination of RAID levels 0 and 3. This level is
best implemented on two RAID 3 disk arrays
with data striped across both disk arrays.

50

RAID 50 provides the features of both RAID O
and RAID 5. RAID 50 includes both parity and
disk striping across multiple drives. RAID 50 is
best implemented on two RAID 5 disk arrays
with data striped across both disk arrays.

60

RAID 60 provides the features of both RAID O
and RAID 6. RAID 60 includes both parity and
disk striping across multiple drives. RAID 60 is
best implemented on two RAID 6 disk arrays
with data striped across both disk arrays.

JBOD

The abbreviation of “Just a Bunch Of Disks”.
JBOD needs at least one hard drive.

15




Chapter 2 Getting Started

2.1 Packaging, Shipment and Delivery

% Before removing the subsystem from the shipping carton, you should visually inspect the
physical condition of the shipping carton.

% Unpack the subsystem and verify that the contents of the shipping carton are all there and
in good condition.

« Exterior damage to the shipping carton may indicate that the contents of the carton are
damaged.

« If any damage is found, do not remove the components; contact the dealer where you

purchased the subsystem for further instructions.

2.2 Unpacking the Subsystem

The package contains the following items:
< iSCSI RAID subsystem unit
e Two power cords
e Three Ethernet LAN cables
» One external null modem cable
« Installation Reference Guide

e Spare screws, etc.

16



If any of these items are missing or damaged, please contact your dealer or sales representative

for assistance.

2.3 ldentifying Parts of the SB-2804-G1A3 Subsystem

The illustrations below identify the various parts of the subsystem.

2.3.1 Front View

Drive Carriers

HDD Status Indicator

LCD Display Panel

Smart Function Panel

Environmental Status

Slotd Slot3 | Siet2 =SIst1

¢ Slot8 | SIE7 | SISt6 =W SIst5

2.3.2 Rear View

Power 1 Switch

Power 2 Switch

Fan1 Fail Indicator

System Power On Indicator

UPS

Fan Module 1

AC Power Input Socket

Power Supply 2 Indicator

Fan2 Fail Indicator

Power Supply 1 Indicator

Power Supply 2
Fan Module 2

Power Supply 1

AC Power Input Socket

LAN1 (Gigabit)

Monitor

LAN2 (Gigabit)

R-Link

17



1. Uninterrupted Power Supply (UPS) Port (APC Smart UPS only)

The subsystem may come with an optional UPS port allowing you to connect a APC Smart UPS
device. Connect the cable from the UPS device to the UPS port located at the rear of the
subsystem. This will automatically allow the subsystem to use the functions and features of the
UPS.

2. R-Link Port: Remote Link through RJ-45 Ethernet for remote management

The subsystem is equipped with one 10/100 Ethernet RJ45 LAN port. You use web-based browser
to management RAID subsystem through Ethernet for remote configuration and monitoring.

3. Monitor Port

The subsystem is equipped with a serial monitor port allowing you to connect a PC or terminal.

4. Fan Fail indicator

If a fan fails, this LED will turn red.

5. Cooling Fan module

Two blower fans are located at the rear of the subsystem. They provide sufficient airflow and heat
dispersion inside the chassis. In case a fan fails to function, the “ ” Fan fail LED will turn red
and an alarm will sound.

6. Power Supply Power On Indicator

Green LED indicates power is on.

7. System Power On Indicator

Green LED indicates power is on.

8. Power Supply Unit1 ~ 2

Two power supplies (power supply 1 and power supply 2) are located at the rear of the subsystem.
Turn on the power of these power supplies to power-on the subsystem. The “power” LED at the
front panel will turn green.

If a power supply fails to function or a power supply was not turned on, the “ ” Power fail LED
will turn red and an alarm will sound.

18



2.3.3 Environmental Status LEDs

Parts

Function

Power LED

Green LED indicates power is ON.

Power Fail LED

If a redundant power supply unit fails, this LED
will turn to RED and alarm will sound.

Fan Fail LED

When a fan fails, this LED will turn red and an
alarm will sound.

Over Temperature LED &

If temperature irregularities in the system
occurs (HDD slot temperature over 45°C), this
LED will turn RED and alarm will sound.

Voltage Warning LED

An alarm will sound warning of a voltage
abnormality and this LED will turn red.

Access LED

This LED will blink blue when the RAID
controller is busy / active.

19




2.3.4 Smart Function Panel

PARTS

FUNCTION

Up and Down 4
Arrow buttons &

Use the Up or Down arrow keys to go through
the information on the LCD screen. This is also
used to move between each menu when you
configure the subsystem.

Select button Vv

This is used to enter the option you have
selected.

Exit button EXIT

Press this button to return to the previous
menu.

2.4 Connecting iSCSI Subsystem to Your Network

To connect the iSCSI unit to the network, insert the cable that came with the unit into the network
connection (LAN1) on the back of iSCSI unit. Insert the other end into a Gigabit BASE-T Ethernet

connection on your network hub or switch. You may connect the other network port LAN2 if

needed.

For remote management of iSCSI unit,

connect the R-Link port to your network.

20




2.5 Powering On

1. Plug in all the power cords into the AC Power Input Socket located at the rear of the
subsystem.

Power 1 Switch Power 2 Switch

System Power On Indicator

UPS

Fan1 Fail Indicator

Fan Module 1 Power Supply 2 Indicator

Fan2 Fail Indicator

AC Power Input Socket —~ T

Power Supply 2
Fan Module 2

Power Supply 1 Indicator [

Power Supply 1
LAN1 (Gigabit)
LAN2 (Gigabit)

AC Power Input Socket

Monitor

R-Link

2. Turn on Power Switch 1 and 2.

3. The Power LED on the front Panel will turn green.

2.6 Installing Hard Drives

This section describes the physical locations of the hard drives supported by the subsystem
and give instructions on installing a hard drive. The subsystem supports hot-swapping
allowing you to install or replace a hard drive while the subsystem is running.

a. Pull out an empty disk tray. Pull the handle outwards to remove the carrier from the
enclosure.

b. Take off the bracket before installing hard drive.

17 Bracket
e i -

c. Place the hard drive in the disk tray.

d. Install the mounting screws on each side to secure the drive in the tray.
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e. Slide the tray into a slot until it clicks into place. The HDD status LED will turn green if
subsystem is on.

Latch

Lever

f.  Press the lever in until you hear the latch click into place.

g. |If the HDD power LED did not turn green, check the hard drive is in good condition. If
the hard drive is not being accessed, the HDD access LED will not illuminate. The LED
blinks only when being accessed.

2.6.1 HDD Status Indicator

5]
V x
0 ©

Access LED Status LED

Parts Function

HDD Status LEDS °® Green. LED indicates pgwer is on an.d ha.rd drive status is good
X for this slot. If hard drive defected in this slot or the hard
drive is failure, the LED is orange.

These LED will blink blue when the hard drive is being

HDD Access LEDs
accessed.
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2.7 I1SCSI Introduction

iSCSI (Internet SCSI) is a protocol which encapsulates SCSI (Small Computer System Interface)
commands and data in TCP/IP packets for linking storage devices with servers over common IP
infrastructures. iSCSI provides high performance SANs over standard IP networks like LAN, WAN or
the Internet.

IP SANs are true SANs (Storage Area Networks) which allow few of servers to attach to an infinite
number of storage volumes by using iSCSI over TCP/IP networks. IP SANs can scale the storage
capacity with any type and brand of storage system. In addition, using any type of network
(Ethernet, Fast Ethernet, Gigabit Ethernet) and combining operating systems (Microsoft Windows,
Linux, Solaris, ...etc.) within the SAN network. IP-SANs also include mechanisms for security, data
replication, multi-path and high availability.

Storage protocol, such as iSCSI, has “two ends” in the connection. These ends are the initiator and
the target. In iSCSI we call them iSCSI initiator and iSCSI target. The iSCSI initiator requests or
initiates any iSCSI communication. It requests all SCSI operations like read or write. An initiator is
usually located on the host/server side (either an iSCSI HBA or iSCSI SW initiator).

The iSCSI target is the storage device itself or an appliance which controls and serves volumes or
virtual volumes. The target is the device which performs SCSI commands or bridges it to an
attached storage device. iSCSI targets can be disks, tapes, RAID arrays, tape libraries, and etc.

Host 2
Host 1 (lr-nh:\fnr\
(initiator) ISCSl
HBA
N
iSCSI devicel iSCSI device?2

(target)

(target)

The host side needs an iSCSI initiator. The initiator is a driver which handles the SCSI traffic over
iSCSI. The initiator can be software or hardware (HBA). Please refer to the certification list of iSCSI
HBA(s) in Appendix A. OS native initiators or other software initiators use the standard TCP/IP
stack and Ethernet hardware, while iSCSI HBA(s) use their own iSCSI and TCP/IP stacks on board.

Hardware iSCSI HBA(s) would provide its initiator tool. Please refer to the vendors’ HBA user

manual. Microsoft, Linux and Mac provide software iSCSI initiator driver. Below are the available
links:
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1. Link to download the Microsoft iSCSI software initiator:

http://www.microsoft.com/downloads/details.aspx?FamilylD=12cb3cla-15d6-4585-b385-
befd1319f825&DisplayLang=en

Please refer to Appendix D for Microsoft iSCSI initiator installation procedure.

2. Linux iSCSI initiator is also available. For different kernels, there are different iSCSI drivers. If
you need the latest Linux iSCSI initiator, please visit Open-iSCSI project for most update
information. Linux-iSCSI (sfnet) and Open-iSCSI projects merged in April 11, 2005.

Open-iSCSI website: http://www.open-iscsi.org/
Open-iSCSI README: http://www.open-iscsi.org/docs/README

Features: http://www.open-iscsi.org/cqgi-bin/wiki.pl/Roadmap

Support Kernels: http://www.open-iscsi.org/cqgi-bin/wiki.pl/Supported_Kernels

Google groups: http://groups.google.com/group/open-iscsi/threads?gvc=2

http://groups.google.com/group/open-iscsi/topics

Open-iSCSI Wiki: http://www.open-iscsi.org/cgi-bin/wiki.pl

3. ATTO iSCSI initiator is available for Mac.

Website: http://www.attotech.com/xtend.html

2.8 Management Methods

There are three management methods to manage SB-2804-G1A3, describe in the following:

2.8.1 Web GUI

SB-2804-G1A3 support graphical user interface to manage the system. Be sure to connect LAN
cable to your R-Link port. The default setting of management port IP is DHCP and the DHCP
address displays on LCM; user can check LCM for the IP first, then open the browser and type the
DHCP address: (The DHCP address is dynamic and user may need to check every time after reboot
again.) When DHCP service is not available, SB-2804-G1A3 uses zero config (Zeroconf) to get an
IP address.

E.g., on LCM. SB-2804-G1A3 gets a DHCP address 192.168.10.50 from DHCP server.

192.168.10.50
SB-2804-G1A3 <

http://192.168.10.50 or https://192.168.10.50 (https: connection with encrypted

Secure Sockets Layer (SSL). Please be aware of the https function is slower than http.)
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Click any function at the first time; it will pop up a dialog to authenticate current user.

Login name: admin
Default password: 00000000

Or login with the read-only account which only allows seeing the configuration and cannot change
setting.

Login name: user
Default password: 1234

2.8.2 Console Serial Port

Use NULL modem cable to connect console port.

The console setting is baud rate: 115200, 8 bits, 1 stop bit, and no parity.
Terminal type: vt100

Login name: admin

Default password: 00000000

2.8.3 Remote Control — Secure Shell

SSH (secure shell) is required for SB-2804-G1A3 to remote login. The SSH client software is
available at the following web site:

SSHWinClient WWW: http://www.ssh.com/

Putty WWW: http://www.chiark.greenend.org.uk/

Host name: 192.168.10.50 (Please check your DHCP address for this field.)
Login name: admin

Default password: 00000000

NOTE: SB-2804-G1A3 Series only support SSH for remote control. For
using SSH, the IP address and the password is required for login.
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2.9 Enclosure

2.9.1 LCD Control Module (LCM)
There are four buttons to control SB-2804-G1A3 LCM (LCD Control Module). These are:

A(up) w(down) EXIT(Escape) W (Enter)

After booting up the system, the following screen shows management port IP and model name:

192.168.10.50
SB-2804-G1A3 <

Press “EXIT”, the LCM functions “Alarm Mute”, “Reset/Shutdown”, “Quick Install”, “View
IP Setting”, “Change IP Config” and “Reset to Default” will rotate by pressing 4 (up) and v
(down).

When there is WARNING or ERROR level of event happening, the LCM shows the event log to give
users more detail from front panel too.

The following table is function description.

System Info View System information of Firmware Version & RAM Size.

Alarm Mute Mute alarm when error occurs.

Reset/Shutdown Reset or shutdown controller.

Quick Install Quick three steps to create a volume. Please refer to section 3.3 for

operation in web UL.

View IP Setting Display current IP address, subnet mask, and gateway.

Change IP Config Set IP address, subnet mask, and gateway. There are 2 selections,
DHCP (Get IP address from DHCP server) or set static IP.

Reset to Default Reset to default sets password to default: 00000000, and set IP
address to default as DHCP setting.

Default IP address: 192.168.10.50 (DHCP)
Default subnet mask: 255.255.255.0
Default gateway: 192.168.10.254
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The following is LCM menu hierarchy.

[Firmware Version]
[System Info] [RAM Size]
[Alarm Mute] [AYes Nov]
[Reset] [AYes Nov]
[Reset/Shutdown] [Shutdown] [AYes Nov]
RAID O Volume Size Adjust Volume
. (RAID 1/RAID 3/ (xxxxxx G) Size
[Quick Install] RAID 5/RAID 6) Apply The
. [AYes Nov]
XXXXXX GB Config
[IP Config]
[Static IP]
[IP Address]
prolPS . . [192.168.010.050]
Ay [View IP Setting] [IP Subnet Mask]
[255.255.255.0]
[IP Gateway]
[192.168.010.254]
[DHCP] [AYes Nov]
Adjust IP
[IP Address] address
IP Subnet Adjust
[Change IP [
Config] [Static IP] Mask] n ds.‘::{"g;’:ewa
[IP Gateway] ! P y
[Apply IP A
Setting] [4Yes Nov]
[Reset to Default] [AYes Nov]

CAUTION! Before power off, it is better to execute “Shutdown” to flush
the data from cache to physical disks.

2.9.2 System Buzzer

The system buzzer features are describing in the following:

1. The system buzzer alarms 1 second when system boots up successfully.

2. The system buzzer alarms continuously when there is error level event happened. The
alarm will be stopped after mute.

3.  The alarm will be muted automatically when the error situation is resolved. E.g., when
RAID 5 is degraded and alarm rings immediately, after user changes/adds one physical
disk for rebuilding, and when the rebuilding is done, the alarm will be muted
automatically.
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Chapter 3 Web GUI Guideline

3.1 SB-2804-G1A3 GUI Hierarchy

The below table is the hierarchy of SB-2804-G1A3 GUI.

Quick Install
System Config

System name
IP address
Language
Login config
Password
Date

Mail

SNMP
System log server
Event log

iSCSI config

Entity Property
NIC

Node
Session
CHAP account

Volume config

Physical disk
Volume group

User data
Volume

Cache volume

Logical unit

Enclosure management

SES config
Hardware monitor
S.M.A.R.T.

UPS

Upgrade

Info

Reset to default

Config import & export
Shutdown

>

N2 R N N N 2 2 2 20 R R R 7

N 20 20 2 R N 7

20 2N A7

Step 1 / Step 2 / Step 3 / Confirm

System name

DHCP / Static / HTTP port / HTTPS port / SSH port
Language

Auto logout / Login lock

Old password / Password / Confirm

Date / Time / Time zone / Daylight saving / NTP
Mail-from address / Mail-to address / SMTP relay /
Authentication / Send test mail / Send events
SNMP trap address / Community

Server IP / Port / Facility / Event level

Filter / Download / Mute / Clear

Entity name / iSNS

Link aggregation or Multi-homed / IP settings /
Default gateway / Set MTU / MAC address
Node name / CHAP Authentication

iSCSI sessions and connections

Create / Delete CHAP account

Free disc / Global spares / Dedicated spares / More
information / Auto Spindown

Create / Delete / More information / Rename /
Migrate / Expand

Create / Delete / Attach LUN / Snapshot / More
information / Rename / Extend / Set read/write mode
/ Set priority / Resize Snapshot space / Auto Snapshot
Create / Delete / More information / Resize /
Dedicated cache

Attach / Detach

Enable / Disable

Status / Auto shutdown

S.M.A.R.T. for physical disks

UPS Type / Shutdown Battery Level / Shutdown Delay
/ Shutdown UPS

Browse the firmware to upgrade / Export config
System information

Reset to factory default

Controller configuration import and export function
Reboot / Shutdown
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3.2 Login

SB-2804-G1A3 supports graphic user interface (GUI) to operate the system. Be sure to connect
the LAN cable. The default IP setting is DHCP; open the browser and enter:

http://192.168.10.50 (Please check the DHCP address first on LCM)
Click any function at the first time; it will pop up a dialog for authentication.

Login name: admin
Default password: 00000000

After login, you can choose the function blocks on the left side of window to do configuration.
Quick install

System config

i5CSI config

Volume config
Enclosure management
Maintenance

Logout.

There are six indicators at the top-right corner for backplane solutions, and cabling solutions have
three indicators at the top-right corner.

1. H RAID light: Green means RAID works well. Red represents RAID failure
happening.

2. Temperature light: Green is normal. Red represents abnormal temperature.
3. H Voltage light: Green is normal. Red represents abnormal voltage status.

4. n UPS light: Green is normal. Red represents abnormal UPS status.

5. Fan light: Green is normal. Red represents abnormal fan status.

6. H Power light: Green is normal. Red represents abnormal power status.
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3.3 Quick Install

It is easy to use “Quick install” function to create a volume. Depend on how many physical disks
or how many residual spaces on created VGs are free, the system will calculate maximum spaces

on RAID levels 0/1/3/5/6. “Quick install” function will occupy all residual VG space for one UDV,
and it has no space for snapshot and spare. If snapshot function is needed, please create volumes

by manual.

SB-2804-G1A3 Quick Install function has a smarter policy. When the system is full inserted
with 8 HDD, and all HDD are in the same size, SB-2804-G1A3 Quick Install function lists all
possibilities and sizes among different RAID levels, SB-2804-G1A3 Quick Install will use all
available HDD for the RAID level which user decides. But, when the system is inserted with
different sizes of HDD, e.g., 4*200G HDD and 4*80G, SB-2804-G1A3 also lists all possibilities and
combinations of different RAID Level and different sizes. After user chooses RAID level, user may
finds there are still some HDD are not used (Free Status). The result is from SB-2804-G1A3'’s

smarter policy on Quick Install which gives user:

1. Biggest capacity of RAID level which user chooses and,

2. The fewest disk number for the RAID level/volume size.

E.g., user chooses RAID 5 and the system has 6*200G HDD and 2*80HDD inserted. Then if using
all 8 HDD for a RAID 5, the volume max size will be 560G (80G*7). But SB-2804-G1A3 will do a
smarter check and find out the most efficient use of HDDs. This results in using only the 200G

HDD (Volume size is 200*5=1000G). Then, the volume size is bigger, and full use of HDD capacity.

Step 1: Select “Quick install” then choose the RAID level to set. After choosing the RAID level,
click podas . , which links to another page, user can set up “LUN” here.

/ Quick install / Step1

RAID Level : - RAID O ( 304 GB ) -4
-RAID O ( 304 GB ) - -
_RAID 1 (111 GB) -
- RAID 3 ( 266 GB ) -
_RAID 5 [ 266 GR ) -

e T e b o oy S
L A 1 ',':;'? = ‘E:' O :;-,‘.":'!l::-.

-RAID 6 (228 GB) -
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Step 2: Please select a LUN number. Access control of host would show as a wildcard “*”, which
means every host can access this volume. In this page, the “Volume size” can be changed.

The maximum volume size is shown. To re-enter the size be sure it has to be less or equal

. . . MNext == o
to maximum volume size. Then click i

Step 3: Confirm page. Click Conbam ® ifall setups are correct. Then a page with

the “User data volume” just been created will be shown.

Done. You can start to use the system now.

{ Volume config / User data volume

Attach & Snapshot s Create & Delete s
Size R Snapshot VG cv
"] No. Name (ca) Status 1 2 3 % RAID #LUN (c8) iz, (MB)
1 QUICK13300 304 onli Bws B 0.00/0.00
L = = = s - - RAID O 1 = e QUICK20397 120
Attach ® Snapshot » Create ™ Lelete ®
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3.4 System Configuration

“System config” selection is for the setup of “System name”, “IP address”, “Login config”,
“Password”, “Date”, “Mail”, “SNMP” and view “Event log”.

f System config

System name  System name for identification

IP address [nternet Protocol(IP) address for remote administration

Language Language preference for weblI

Lagin config Configuration for auto logout and login lock

Password Administrator's password

Date System time for event log

Mail  Alert by e-mail

SNMP  Alert wia Simple Netwark Management Protocoli SHIMPY

Messenger Transmits net send and Alerter service messages between clients and servers
System log server Alert to remote system log server

Event log System event log to record critical events

3.4.1 System Name

Select “System name” to change system name. Default system name composed by model name,
ex: SB-2804-G1A3.

/ 8ystem config / System name

System name SB-2804-G1A3
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3.4.2 1P address

Select “IP address” to change IP address for remote administration usage. There are 2 selections,
DHCP (Get IP address from DHCP server) or static IP. The default setting is DHCP enabled. User
can change the HTTP, HTTPS, and SSH port number when the default port number is not allowed

[ System config / IP address

& DpHCP

on host/server.

O static
Address :
Mask :
Gateway :

DNS :

MAC : 00:13:78:A0:00:21
HTTP port : 20

HTTPS port : 443

55H port : 22

3.4.3 Language
Select “Language” is for changing GUI language. There are 3 selections, Auto Detect, English,

and Simplified Chinese. The default language is the same with your browser (IE or Firefox) default

f System config f Language

Language : Lauto Detect v
Auto Detect

language.

Simplified Chinese
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3.4.4 Login Config

Select “Login config” is to set only one admin and set the auto logout timing. The only one
admin can prevent multiple users access the same controller in the same time.

1. Auto logout: Options are (1) Disable (2) 5 mins (3) 30 mins (4) 1 hour. When user is no
response for a period of time, the system will logout automatically to allow another user to

login.
[ System config / Login config

Auto logout : - Disable - 2

Login lock : - Disable -

2. Login block: Disable/Enable. When the login block is enabled, the system allows only one
user to login/modify the system settings.

3.4.5 Password

Select “Password” is for changing administrator password. The maximum length of admin
password is 12 characters.

[/ System config / Password

Old password :
Password :

Confirm :

3.4.6 Date

Select “Date” to set up the current date, time, time zone, and NTP server before using.

[/ system config / Date

Now : 2078 153746

Date : 2007 FR - ! I8
Time : 15 il il i

Time zone : Asia/Taipel &

Daylight saving :
NTP : O

Server :

34



3.4.7 Mail

Select “Mail” to enter at most 3 mail addresses for receiving the event notification. Some mail
servers would check “Mail-from address” and need authentication for anti-spam. Please fill the
necessary fields and select “Send test mail” to check whether the email works fine. User can also
select which levels of event logs are needed to be sent out by Mail. Default setting is only ERROR
and WARNING event logs enabled.

[ System config f Mail

Mail-from address : maillmani@SB-2804-G14A3

Mail-to address 1:

Send events 1 : Fo T warnING ¥ ERROR W
Mail-to address 2 :
Send events 2 ; INFO T WARNING M ERROR M
Mail-to address 3 :
Send events 3 inFa T warnING ¥ ErRrROR W
SMTP relay ; I~
SMTP server:
Authentication : Nonz 7
Account :
Password :
Confirm :
Send test mail ; -
3.4.8 SNMP

Select “SNMP” to set up SNMP trap for alert via SNMP. It allows up to 3 SNMP trap addresses.
Default community setting is “public”. User can choose the event log type and the default value of

SNMP is INFO event log enabled only.

J/ System config / SNMP

SNMP trap address 1 :
SNMP trap address 2 :
SNMP trap address 3 :

Community : public

Send events : o ¥ warning O error [
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3.4.9 Messenger

Select “Messenger” to set up pop-up message alert via Windows messenger (not MSN). User
must enable the service “Messenger” in Windows (Start > Control Panel > Administrative Tools >
Services - Messenger), and then event logs can be received. It allows up to 3 messenger
addresses. User can choose the event log levels and the default values are WARNING and ERROR

event logs enabled only.

f System config f Messenger

Messenger IPfhostname 1 :
Messenger IPfhostname 2 :

Messenger IPfhostname 3 :

Send events : inFo T warninG M ERrOR W

3.4.10 System Log Server

Select “System log server” to set up the system log server for RAID subsystem event log
trapping which is able to support remote logging. Remote logging means that event log can be
forwarded from the RAID subsystem to another running syslogd which it can actually log to a disk

file.

f System config £ System log server

Server IPfhostname :

Port : Si4
Facility : User j
Event level : INFO W wwarNING M ERROR W

1. Server IP/hostname: enter the IP address or hostname of system log server.
2. Port: enter the UDP port number on which system log server is listening to.
The default port number is 514.

3. Facility: select the facility for event log.

4. Event level: Select the event log options

5. Click “Confirm” button.
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Server side (Linux — RHEL4)

The following steps are used to log RAID subsystem messages to a disk file. In the followings, all
messages are setup with facility “Locall” and event level “WARNING” or higher are logged to
/var/log/raid.log.
1. Flush firewall
2. Add the following line to /etc/syslog.conf
Locall.warn /svar/log/raid.log
3. Send a HUP signal to syslogd process, this lets syslogd perform a re-initialization.
All open files are closed, the configuration file (default is /etc/syslog.conf) will be reread and
the syslog(3) facility is started again.
Activate the system log daemon and restart
Check the syslog port number, e.g., 10514

Change controller’s system log server port number as above

N g &

Then, syslogd will direct the selected event log messages to /var/log/raid.log when syslogd

receive the messages from RAID subsystem.

For more detail features, please check the syslogd and syslog.conf manpage (e.g.,man syslogd).

Server side (Windows - 2003)

Windows doesn'’t provide system log server, user needs to find or purchase a client from third
party, below URL provide evaluation version, you may use it for test first.
http://www.winsyslog.com/en/

Install winsyslog.exe
Open "Interactives Syslog Server"
Check the syslog port number, e.g., 10514

Change controller’s system log server port number as above

o > 0 Dbd e

Start logging on "Interactives Syslog Server"

3.4.11 Event Log

Select “Event log” to view the event messages. Press “Filter” button to choose the display. Press
“Download” button will save the whole event log as text file with file name “log-ModelName-
SerialNumber-Date-Time.txt” (E.g., log-SB-2804-G1A3-A00021-20061011-114718.txt). Press

“Clear” button will clear event log. Press “Mute” button will stop alarm if system alerts.

/ System config / Event log

Filter{h ® Download e Mute ® Clear ®
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For customizing your own display of event logs, there are total three display methods, on Web
Ul/Console event log page, popup windows on Web Ul, and on LCM. The default setting of these
three displays is WARNING and ERROR event logs enabled on Web Ul and LCM. The popup is
default disabled.

/ System config / Event log / Filter

Show events : mrFo O WARNING ERROR
Pop up events : mro O WARNING [ Error (]
Show on LCM : mrFo [ WARNING ERROR

The event log is displayed in reverse order which means the latest event log is on the first page.
The event log is actually saved in the first four hard drives; each hard drive has one copy of event
log. For one controller, there are four copies of event logs to guarantee users can check event log

most of the time when there is/are failed disk(s).

3.5 iSCSI Config

“ISCSI config” selection is for the setup of “Entity Property”, “NIC”, “Node”, “Session”, and
“CHAP account”.

[ iSCSI config

Entity property iSCSI entity property
NIC iSCSI portal configuration
Node iSCSI node configuration
Session ISCSI session information

CHAP account Add/Remove account for iSCSI node

3.5.1 Entity Property

Select “Entity property” to view the the entity name of the SB-2804-G1A3, and setup “iSNS IP”
for iSNS service. iSNS is the abbreviation of Internet Storage Name Service. Add an iSNS server IP

address to the iSNS servers list which the iSCSI initiator service can send queries.

/ i8C8I config / Entity property

Entity name : iqn.1997-05 tw.com proware:sb-2804-g1a3-000aBalla
iSNS IP &
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3.5.2 NIC

Select “NIC” to change IP addresses of iSCSI data ports. There are two gigabit LAN ports to
transmit data. Each of them must be assigned to one IP address in multi-homed mode unless the
link aggregation or trunking mode has been selected. If they are set in link aggregation or trunking
mode, the second line will not show in the screen.

/ i8C8I config / NIC

Aggregation e

Name LAG LAG No DHCP IP address Netmask Gateway MTU MAC address Link
L'Lant no na ™ 192.168.1.1  255.255.255.0 192'168'n1'254 150? 00:13:78:28:00:14  up
LaNz no  M/a ' 192.16B.2.1 255.255.255.0 192'168'f'254 1502 00:13:76:48:00:15  up

User can change IP address by clicking the blue square button “ % ”in the “DHCP” column.

There are 2 selections, DHCP (Get IP address from DHCP server) or static IP.

f iSCSI config / NIC /f IP address

O DHcP

&  static

Address : 192.168.1.1
Mask : 255.255.255.0
Gateway : 192.168.1.254

L

Default gateway can be changed by clicking the blue square button in the “Gateway”
column. There is only one default gateway. The row of No. 1 would be the default gateway.

MTU (Maximum Transmission Unit) size can be changed by clicking the blue square button
“ in the “MTU” column.

J iSCSI config / NIC f MTU

LAN1 MTU : 1500

The range of MTU size is between 1500 and 9000. Default MTU size is 1500. If it is changed, the
setting of MTU size on switching hub and LAN card should be set to the same size. Otherwise, the
LAN cannot work properly.

-~

Link aggregation setting can be changed by clicking the blue square button in the

“Aggregation” column.
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/ i1SCSI config / NIC / Aggregation

® Multi-homed
Aggregation : O Trunking
Orace

1. Multi-homed: The two LAN ports are connected to two different networks. Multi-
homed is default.

2. Trunking: Trunking links 2 LAN ports together to be a single link. Trunking could
multiply the bandwidth. They will be aggregated to one IP. If clicking the blue square

Lal

button at “No. 1” row, the IP setting will be set to default value after setting
trunking, and vice versa. For detailed setup steps, please refer to Appendix E:
Trunking/LACP setup instructions.

3.  LACP: Link Aggregation Control Protocol (LACP) could balance the bandwidth. IP
setting concept is the same as trunking. For detailed setup steps, please refer to

Appendix E: Trunking/LACP setup instructions.

CAUTION! Each of gigabit LAN ports must have IP address in different
subnet for backplane solutions.

3.5.3 Node

Select “Node” to view the target name for iscsi initiator. Press “Auth” to enable CHAP
authentication. CHAP is the abbreviation of Challenge Handshake Authorization Protocol. CHAP is
a strong authentication method used with point-to-point for user login. It's a type of authentication
in which the authentication server sends the client a key to be used for encrypting the username
and password. CHAP enables the username and password to transmitting in an encrypted form for
protection.

S ISCEI conflg / Node

Mame Auth
iqn_1987-05.tw com proware: sh-2804-01a3-000a8a00a default-target Mone

To use CHAP authentication, please follow the procedures.

[ iSCSI config / Node / Change Authentication

Authentication :
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1. Click “ = " in Auth column.

2.  Select “CHAP”.
3.  Go to \iSCSI config\CHAP account to create account and password.

7Y

N NOTE: After setting CHAP, the initiator in host/server should be set the
[Ny same Account/Password. Otherwise, user cannot login.

Select “None” to disable the authentication method.

3.5.4 Session

Enter “Session” function, it will display iSCSI session and connection information, including the
following items:

Host (Initiator Name)

Security Protocol

TCP Port Number

Error Recovery Level

Error Recovery Count

o g k~ w D oPE

Detail of Authentication status and Source IP: port number.

[ iSCSI config / Session

No. Host TPGT Error recovery level Error recovery count

0 (] ign.1991-05.com.microsoft:demo 0x0001 0 0

3.5.5 CHAP Account

Enter “CHAP account” function to create a CHAP account for authentication.

/ iSCSI config / CHAP account

Delete ®

; {E’) Create ]

O User

Create ® Delete ®
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J iSCsSI config / CHAP account / Create

User : (max: 223)
Secret : (min: 12, max: 31)
Confirm : (min: 12, max: 31)

3.6 Volume Configuration

“Volume config” selection is for the setup of volume configurations including “Physical disk”,

“Volume group”, “User data volume”, “Cache volume”, and “Logical unit” functions.

/ Volume config

Physical disk Hard disks to store data
Volume group Sets of physical disks with RAID functions
User data volume Slices of volume groups
Cache volume Dedicated or global cache space for user data volume
Logical unit Target volumes for hosts access

3.6.1 Volume Relationship Diagram

The below diagram describes the relationship of RAID components. One VG (Volume Group)
consists of a set of UDVs (User Data Volume) and owns one RAID level attribute. Each VG can be
divided into several UDVs. The UDVs from one VG share the same RAID level, but may have
different volume capacity. Each UDV will be associated with one specific CV (Cache Volume) to
execute the data transaction. Each CV could have different cache memory size from user’s
modification/setting. LUN is the logical volume/unit, which the users could access through SCSI

commands.
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3.6.2 Physical Disk

Enter “Physical disk” to view the status of hard drives inserted in the system. The following are

I LIN 1 I LIN 2 I LIN R
A A A

ubVv 1 ubDV 2 Snap

ubv

T e

—»\ T e
—\ T Je
VG Global CV Dedicated

A A A A CV
A A

PD 1 ‘ PD 2 ’ ‘ PD 3 ’ DS

RAM

operation tips:

1.

Multiple select. Select one or more checkboxes in front of the slot number. Or select

the checkbox at the top left corner will select all. Check again will select none.

The list box will disappear if there is no VG or only VG of RAID 0, JBOD. Because

these RAID levels cannot be set as dedicated spare disk.

These three functions “Free disc”, “Global spares”, “Dedicated spares” can do

multiple selects, too.

The operations of the other web pages (e.g.: volume config of VG, UDV, CV, LUN pages)

are similar to previous steps.
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/ Volume config / Physical disk

-Select - B Free disks = Global spares Dedicated spares @
& slot WWN 5('615 Ve Status 1 2 Speed
1
O 200a001378a320032 76 VG-RO Soud A ro Unknown
=
2
i 2 2016001378a00021 38 VG-RO Geod f rD 1.5G6b
3 Good
] 2018001378a00021 38 VG-R6 A ro 1.5Gb
L ——
4
O " 200c001378320032 111 VG-R6 Lo f rp 1.5Gb
5 Good
O = 2017001378a00021 38 VG-R6 A ro 1.5Gb
6
] . 200d001378320032 76 VG-R6 Luad A rp Unknown
—
i Good
il 2015001378a00021 38 VG-R6 A bs 1.5Gb
L —
8 Good
L = 200b001378320032 111 armr 1.5Gb
i
Auto spindown @ Disabled
-Select - B Free disks = Global spares » Dedicated spares e

PD column description:

The position of hard drives. The number of slot begins from left

Slot
to right at the front side. The blue square button next to the
number of slot is “More Information” indication. It shows the
details of the hard drive.
WWN World Wide Name.
Size (GB) Capacity of hard drive.
VG Name Related volume group name.
Status The status of hard drive.
“GOOD” - the hard drive is good.
“DEFECT” - the hard drive has the bad blocks.
“FAIL” = the hard drive cannot work in the respective volume.
Status 1 “RD” - RAID Disk. This hard drive has been set to

RAID.
“FR” = FRee disk. This hard drive is free for use.

“DS” - Dedicated Spare. This hard drive has been set to the
dedicated spare of the VG.

“GS” - Global Spare. This hard drive has been set to a
global spare of all VGs.

“RS” - ReServe. The hard drive contains the VG information but
cannot be used. It may be caused by an uncompleted VG
set, or hot-plug of this disk in the running time. In order to
protect the data in the disk, the status changes to reserve.
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It can be reused after setting it to “FR” manually.

Status 2 “R” - Rebuild. The hard drive is doing rebuilding.
“M”-> Migration. The hard drive is doing migration.

Speed 3.0G~> From SATA ATAPI standard, if the disk can support ATAPI
IDENTIFY PACKET DEVICE command, and the speed can achieve
Serial ATA Gen-2 signaling speed (3.0Gbps).

1.5G-> From SATA ATAPI standard, if the disk can support ATAPI
IDENTIFY PACKET DEVICE command, and the speed can achieve
Serial ATA Gen-1 signaling speed (1.5Gbps).

Unknown->» The disk doesn’t support above command, so the
speed is defined as unknown.

PD operations description:

FREE DISC Make the selected hard drive to be free for use.
GLOBAL Set the selected hard drive(s) to global spare of all VGs.
SPARES

DEDICATED Set hard drive(s) to dedicated spare of selected VGs.
SPARES

SB-2804-G1A3 also provides HDD auto spin down function to save power. The default value is
disabled. User can set up in physical disk page, too.

Auto spindown : Disabled %

[ - select - ¥ Free disks = Global spares » Dedicated spares a

[/ Volume config / Physical disk / Auto spindown

Auto spindown : :
30 sec
1 min
5 min
30 min
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3.6.3 Volume Group
Enter “Volume group” to view the status of each volume group.

VG column description:

[ Volume config / Volume group

Create ® Delete °
O No. Name T{‘Ztaa)' F('G“;? #PD #UDV Status 1 2 3 RAID
| 1 R VG'RE) 76 45 3 1 Online RAIE)_U
O 2 = VG'RE 76 16 4 1 Online RAIE):‘E‘
Create ° Delete ®
No. Number of volume group. The blue square button next to the No.
is “More Information” indication. It shows the details of the
volume group.
Name Volume group name. The blue square button next to the Name is
“Rename” function.
Total(GB) Total capacity of this volume group.
Free(GB) Free capacity of this volume group.
#PD The number of physical disks of the volume group.
#UDV The number of user data volumes related to the volume group.
Status The status of volume group.
“Online” - volume group is online.
“Fail” - volume group is fail.
Status 1 “DG” - DeGraded mode. This volume group is not completed.
The reason could be lack of one disk or failure of disk.
Status 2 “R” - Rebuild. This volume group is doing rebuilding.
Status 3 “M” = Migration. This volume group is doing migration.
RAID The RAID level of the volume group. The blue square button next
to the RAID level is “Migrate” function. Click “Migrate” can add
disk(s) to do expansion or change the RAID level of the Volume
group.
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VG operations description:

CREATE

Create a volume group

DELETE

Delete a volume group

3.6.4 User Data Volume

Enter “User data volume” function to view the status of each user data volume.

{ Volume config / User data volume

Attach s Snapshot & Create 8 Delete s
Size R Snapshot VG cv
O No. Name (GB) Status 1 2 3 o RAID #LUN (GB) name (MB)
1 uDv-01 30 : 10.00/10.00
O . = - online @ ws @ HI RAID O 1 - e VG-RO 116
- [ 3 el
2 ubw-02 (10] = 10.00/10.00
O . - | Oniine B ws | B HI I 23% RAIDG 1 o BiSR VG-R6 116
~ -
Attach ® Snapshot = Create ™ Delete s

UDV column description:

No.

Number of this user data volume. The blue square button in
below to the UDV No. is “More Information” indication. It
shows the details of the User data volume.

Name

Name of this user data volume. The blue square button in below
to the UDV Name is “Rename” function.

Size(GB)

Total capacity of this user data volume. The blue square button in
below to the size is “Extend” function.

Status

The status of this user data volume.
“Online” = user data volume is online.

“Fail” - user data volume is failed.

Status 1

“WT” = Write Through.
“WB” = Write Back.

The blue square button in below to the statusl is “Set
read/write mode” function.

Status 2

“HI” = HIgh priority.
“MD” = MiD priority.
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“LO” > LOw priority.

The blue square button in below to the status2 is “Set Priority

function.
Status 3 “1” = user data volume is doing initializing.

“R” - user data volume is doing rebuilding.
Status 4 “M” > user data volume is doing migration.
R % Ratio of initializing or rebuilding.
RAID The RAID levels that user data volume is using.
#LUN Number of LUN(s) that data volume is attaching.

Snapshot(GB) The user data volume size that used for snapshot. The blue
square button next to the snapshot is “Resize” function to
decide the snapshot space. The blue square button next to the
resize function is “Auto snapshot” function to setup the
frequency of taking snapshots. The number means “Free
snapshot space” / “Total snapshot space”. If the snapshot
UDV has been created, this column will be the creation time.

VG name The VG name of the user data volume.

CV (MB) The cache volume of the user data volume.

UDV operations description:

ATTACH LUN Attach to a LUN.

SNAPSHTOT Choose a UDV to execute snapshot.
CREATE Create a user data volume function.
DELETE Delete a user data volume function.

3.6.5 Cache Volume

Enter “Cache volume” function to view the status of cache volume.
The global cache volume is a default cache volume, which is created after power on automatically,

and cannot be deleted. The size of global cache is based on the RAM size. It is total memory size
minus the system usage.
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/ Volume config / Cache volume

Create ® Delete "
O No. Size UDV name
O : = 116,_. Global
Free : 0 (MB)
Create ® Delete ®
CV column description:
No. Number of the Cache volume. The blue square button next to

the CV No. is “More Information” indication. It shows the
details of the cache volume.

Size(MB) Total capacity of the cache volume The blue square button next
to the CV size is “Resize” function. The CV size can be adjusted.

UDV Name Name of the UDV.

CV operations description:

CREATE Create a cache volume function.

DELETE Delete a cache volume function.

3.6.6 Logical Unit Number

Enter “Logical unit” function to view the status of attached logical unit number of each UDV.

User can attach LUN by clicking the Attach e

. “Host” must input an initiator node
name for access control, or fill-in wildcard “*”, which means every host can access the volume.

Choose LUN and permission, then click Confirm =

. User can assign up to 256 LUNs
per system (controller). For the host connection, the host number limitation is 32 per system
(controller) in the same time, and 8 for single user data volume (UDV) which means 8 hosts can

access the same UDV in the same time.
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{/ Volume config / Logical unit / Attach

uDv :

Host : =

LUN : -0-

Permission : O Read-only ® Read-write

/ Volume config / Logical unit

Attach ® Detach °
F Host LUN Permission UDV name #Session
O = 0 Read write UDV-R5-1 1 ®
O ign.1991-05.com.microsoft:demo 1 Read write UDV-R5-2 0
Attach ® Detach ®
LUN operations description:
ATTACH Attach a logical unit number to a user data volume.
DETACH Detach a logical unit number from a user data volume.

The matching rules of access control are from top to down by sequence. For example: there are 2
rules for the same UDV, one is “*”, LUN 0; the other is “ign.host1”, LUN 1. The other host
“ign.host2” can login because it matches the rule 1.

The access will be denied when there is no matching rule.

3.6.7 Examples

The followings are examples for creating volumes. Example 1 is to create two UDVs sharing the
same CV (global cache volume) and set a global spare disk. Example 2 is to create two UDVs. One

shares global cache volume, the other uses dedicated cache volume. Set a dedicated spare disk.
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Example 1

Example 1 is to create two UDVs in one VG, each UDV uses global cache volume. Global cache
volume is created after system boots up automatically. So, no action is needed to set CV. Then set

a global spare disk. The last, delete all of them.

Step 1: Create VG (Volume Group).

To create the volume group, please follow the procedures:

/ Volume config / Volume group / Create

Name : VG-R5
RAID Level : RAID 5
RAID PD slot : 1234 SelectPD o

1. Select “/ Volume config / Volume group”.

2. Click IR
3. Input a VG Name, choose a RAID level from the picklist, press
peletED ® to choose the RAID PD slot(s), then press
Next >> o
Confirm 5 .
4.  Check the outcome. Press if all setups are correct.

Done. A VG has been created.

/ Volume config / Volume group

Create ® Delete °
O No. Name T{‘zt:)' F{’G?S #PD #UDV Status 1 2 3 RAID
O : i 114 114 4 0 Online el
L L] — =
Create ® Delete ®
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Step 2: Create UDV (User Data Volume).

To create a user data volume, please follow the procedures.

/ Volume config / User data volume / Create

Name : UDV-R5-1

VG name : VG-RS B

CV No. : Global { 120 MB )

Capacity (GB) : 50

Stripe height (KB) : 64

Block size (B) : 512 &

Read/Write : O Write-through cache @ Write-back cache
Priority : ® High priority O Middle priarity ‘O Low priority

<< Back ' Confirm °

1. Select “/ Volume config / User data volume”.

2. Click Ereate 8

3. Input a UDV name, choose a VG Name and input a size to the UDV; decide the stripe

high, block size, read/write mode and set priority, finally click
Confirm o

4. Done. A UDV has been created.

5. Do one more time to create another UDV.

/ Volume config / User data volume

Attach ® Snapshot = Create . Delete .
Size R Snapshot vG CV
No. Name (c8) Status 1 2 2 pey RAID #LUN (c8) sasme | ([MB]
1 UDV-R5-1 50 i Bws B HI 0.00/0.00
= Online RAID5 O W VG-R5 120
L L] " — ° a » (1)
2 UDV-R5-2 &4 ine Bws 0 HI 0.00/0.00
Ei - o o Oaline = _ Br1 4% RADS O s %€ VGR5 120
Attach ® Snapshot = Create ® Delete ®
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Step 3: Attach LUN to UDV.

There are 2 methods to attach LUN to UDV.
Attach s

Attach o

1. In*“/ Volume config / User data volume”, press
2. In*“/ Volume config / Logical unit”, press

The procedures are as follows:

/ Volume config / Logical unit / Attach

uDv : UDV-R5-1 (50GB)
Host : =

LUN : 0

Permission : O Read-only ® Read-write

<< Back ® Confirm -

1. Select a UDV.
2. Input “Host”, which is an initiator node name for access control, or fill-in wildcard “*”,

which means every host can access this volume. Choose LUN and permission, then

click Confirm .

3. Done.

/ Volume config / Logical unit

Attach ® Detach °
F Host LUN Permission UDV name #Session
| L 0 Read write UDV-R5-1 1 ®
O ign.1991-05.com.microsoft:demo 1 Read write UDV-R5-2 0
Attach ® Detach .

N NOTE: The matching rules of access control are from top to down by
] sequence.
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Step 4: Set global spare disk.
To set global spare disks, please follow the procedures.

1. Select “/ Volume config / Physical disk”.
2. Select the free disk(s) by clicking the checkbox of the row, then click

Global spares » to set as global spares.

3.  There is a “GS” icon shown up at status 1 column.

/ Volume config / Physical disk

- Select - Free disks = Global spares = Dedicated spares o
O Slot WWN 5(';3 e Status 1 2 Speed
1
O 200a001378a20032 76 VG-R5 i B rp Unknown
L —
2 Good
Fl - 20160013782300021 L] VG-R3 A rp 1.5Gh
3 Good
[ = 2018001378a00021 ag VG-R3 A rD 1.5Gb
4 Good
c a | RD {
[ . 200c001378320032 111 VG-R5 i 1.5Gb
5
0 2017001378a00021 38 Echd B cs 1.5Gb
s —
5 Good
a - FR nEnown
] - 200d001378320032 76 a Unk
7 Good
El 2015001278300021 38 i B2 1.5Ghb
L] —
8 Good
O 200b001378320032 111 B rr 1.5Gb
L) —

Auto spindown : Disabled

- Select - Free disks = Global spares e Dedicated spares o

Step 5: Done. They can be used as iSCSI disks.
Delete UDVs, VG, please follow the steps.

Step 6: Detach LUN from UDV.
In “/ Volume config / Logical unit”,

/ Volume config / Logical unit

Attach ® Detach °
F Host LUN Permission UDV name #Session
4 L 0 Read write UDV-R5-1 1 ®
O ign.1991-05.com.microsoft:demo 1 Read write UDV-R5-2 0

Attach ® Detach ®
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1. Select LUNs by clicking the checkbox of the row, then click Letach .

There will pop up a confirm page.
2. Choose “OK”".

3. Done.

Step 7: Delete UDV (User Data Volume).
To delete the user data volume, please follow the procedures:

1. Select “/ Volume config / User data volume”.
2. Select UDVs by clicking the checkbox of the row.

3. Click Relete ® . There will pop up a confirm page.

4. Choose “OK”.
5. Done. Then, the UDVs are deleted.

IMPORTANT! When deleting UDV, the attached LUN(S) related to this
UDV will be detached automatically, too.

Step 8: Delete VG (Volume Group).
To delete the volume group, please follow the procedures:

1. Select “/ Volume config / Volume group”.
2. Select a VG by clicking the checkbox of the row, make sure that there is no UDV on
this VG, or the UDV(s) on this VG must be deleted first.

3. Click Delete ® . There will pop up a confirmation page.

4, Choose “OK”
5. Done. The VG has been deleted.

of the related UDV(s) are deleted in this VG. Otherwise, it will have an

CD IMPORTANT! The action of deleting one VG will succeed only when all
error when deleting this VG.

Step 9: Free global spare disk.
To free global spare disks, please follow the procedures.

1. Select “/ Volume config / Physical disk”.
2. Select the global spare disk by clicking the checkbox of the row, then click

fLER ks 8 to free disk.

Step 10: Done, all volumes have been deleted.
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Example 2

Example 2 is to create two UDVs in one VG. One UDV shares global cache volume, the other uses
dedicated cache volume. First, dedicated cache volume should be created; it can be used in

creating UDV. The last, delete them.

Each UDV is associated with one specific CV (cache volume) to execute the data transaction. Each
CV could have different cache memory size. If there is no special request in UDVs, it uses global
cache volume. Or user can create a dedicated cache for indivifual UDV manually. Using dedicated

cache volume, the performance would not be affected by the other UDV's data access.

The total cache size depends on the RAM size and set all to global cache automatically. To create a
dedicated cache volume, first step is to cut down global cache size for the dedicated cache volume.

Please follow the procedures.

Step 1: Create dedicated cache volume.

/ Volume config / Cache volume

Create ® Delete °
O No. Size UDV name
Fl 2 - 2 s Global
L : - 2 = (Empty)
Free : 60 (MB)
Create s Delete e

1. Select “/ Volume config / Cache volume”.

2. If there is no free space for creating a new dedicated cache volume, cut down the

global cache size first by clicking the blue square button “ in the size column.

Confirm ®

After resized, click to return to cache volume page.

Create "

3. Click to enter the setup page.

4. Fillin the size and click COOPEN

5. Done. A new dedicated cache volume has been set.

f‘_\ * NOTE: The minimum size of global cache volume is 40MB. The minimum
‘ size of dedicated cache volume is 20MB.

4
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Step 2: Create VG (Volume Group).
Please refer to Step 1 of Example 1 to create VG.

Step 3: Create UDV (User Data Volume).

Please refer to Step 2 of Example 1 to create UDV. To create a user data volume with dedicated
cache volume, please follow the below procedures.

/ Volume config / User data volume / Create

Name : UDV-R5-2

VG name : VG-RS5

CV No. : Dedicated ( 20 MB )

Capacity (GB) : 64

Stripe height (KB) : 64

Block size (B) : 512

Read /Write : O Write-through cache @ Write-back cache
Priority : @ High priority O Middle priority O Low priority

<< Back ® Confirm ®
1. Select “/ Volume config / User data volume”.
2. Click S 8
3. Input a UDV name, choose a VG Name, select Dedicated cache which is created at
Step 1, and input the size for the UDV; decide the stripe height, block size, read/write

mode and set priority, finally click Confion -

4. Done. A UDV using dedicated cache has been created.

/ Volume config / User data volume

Attach ® Snapshot e Create . Delete ®
Size R Snapshot vG Cv
No. Name (ca) Status 1 2 3| E RAID #LUN (cB) name  (MB)
1 UDV-R5-1 50 e BwWB B HI 0.00/0.00
Onl
= = = Sine — = RAIDS5 1 o %@ VGRS 4D
2 UDV-R5-2 64 . Bws BHD 0.00/0.00
O -, i . Online = . U1 5% RAD5S 0O » @ VGRS 20
Attach ° Snapshot = Create e Delete ®
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/ Volume config / Cache volume

Create ® Delete ®
O No. Size UDV name
1 40
E = o Global
2 20
¥ - . UDV-R5-2
Free : 60 (MB)
Create ® Delete ®

Step 4: Attach LUN to UDV.
Please refer to Step 3 of Example 1 to attach LUN.

Step 5: Set dedicated spare disk.
To set dedicated spare disks, please follow the procedures:
1. Select “/ Volume config / Physical disk”.
2. Select a VG from the list box, then select the free disk(s), click

Dedicated spares e to set as dedicated spare for the selected VG.

3. There is a “DS” icon shown up at status 1 column.

/ Volume config / Physical disk

- Select - Free disks = Global spares e Dedicated spares =
O slot WWN SE;ZB‘? = Status 1 2 Speed
1
a a = RD nKnown
Ll = 2003001378320032 76 VG-RS Gaa Unki
2
L 2016001378a00021 38 VG-R5 oo RD 1.5Gb
L] —
3 Good
O 2018001378300021 28 VG-R5 B rD 1.5Gb
L] [
4 Good
IiC a - RD i
L = 200c001378320032 111 VG-R5 a 1.5Gb
5 Good
|| . 2017001378300021 38 VG-R5 DS 1.5Gb
] Good
O e 200d001378a320032 76 Brr Unknown
7 Good
O . 2015001378300021 28 B rFr 1.5Gb
8 Good
O = 200b001378320032 111 g 08 rr 1.5Gb

Auto spindown :  Disabled

- Select - Free disks o Global spares e Dedicated spares =
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Step 6: Done. The PDs can be used as iSCSI disks.
Delete UDVs, VG, please follow the steps.

Step 7: Detach LUN from UDV.
Please refer to Step 6 of Example 1 to detach LUN.

Step 8: Delete UDV (User Data Volume).
Please refer to Step 7 of Example 1 to delete UDV.

Step 9: Delete VG (User Data Volume).
Please refer to Step 8 of Example 1 to delete VG.

Step 10: Free dedicated spare disk.
To free dedicated spare disks, please follow the procedures:
1. Select “/ Volume config / Physical disk”.
2.  Select the dedicated spare disk by clicking the checkbox of the row, then click

Free disks to free disk.

Step 11: Delete dedicated cache volume.
To delete the cache volume, please follow the procedures:

1. Select “/ Volume config / Cache volume”.
2. Select a CV by clicking the checkbox of the row.

Click Delote ® . There will pop up a confirmation page.

4. Choose “OK”.
Done. The CV has been deleted.

WARNING! Global cache volume cannot be deleted.

Step 12: Done, all volumes have been deleted.
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3.7 Enclosure Management

“Enclosure management” function allows managing enclosure information including “SES

config”, “Hardware monitor”, “S.M.A.R.T.” and “UPS” functions. For the enclosure

management, there are many sensors for different purposes, such as temperature sensors, voltage

sensors, hard disks, fan sensors, power sensors, and LED status. And due to the hardware

characteristics are different among these sensors, for different sensors, they have different polling

intervals. Below is the detail polling time intervals:

1. Temperature sensors: 1 minute.

2. Voltage sensors: 1 minute.

3. Hard disk sensors: 10 minutes.

4. Fan sensors: 10 seconds, when there are continuous 3 times of error, controller sends ERROR
event log.

5. Power sensors: 10 seconds, when there are continuous 3 times of error, controller sends
ERROR event log.

6. LED status: 10 seconds.

/ Enclosure management

SES config Access control for SES management
Hardware monitor System monitored voltage, temperature and battery backup module
S.M.A.R.T. Self-monitoring analysis and reporting technology for physical disks

uUPs Uninterruptible power supply

3.7.1 SES Configuration

SES represents SCSI Enclosure Services, one of the enclosure management standards. Enter
“SES config” function can enable or disable the management of SES.

/ Enclosure management / SES config

Enable ® Disable ®
¥ Host LUN Permission UDV name
O £ 0 Read write (SES)

Enable ® Disable ®

The SES client software is available at the following web site:

SANtools: http://www.santools.com/
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3.7.2 Hardware Monitor

Enter “Hardware monitor” function to view the information of current voltage and temperature.

f Enclosure management / Hardware monitor

Item
+ 1.2\
+3.34"

+54
+12W
+1.8v"

PSU +5W(RA0):
PSU +12V(RE0):
PSU +3.2V(RE0):
Core Processor:

System:

Front-End Contraller:
Location D1(Ra0):
Location 02{Ra0):
Location 03(Ra0):
Location 04{Ra0):
Location 0S({RAE0):
Location Da{Ra0):
Location O7({RA0):
Location D8(Ra0):
Location 09(Ra&0):
Location 10{R&0):
Location 11{Ra0):
Location 12{RA60):
Location 13{Ra0):
Location 14{Ra0):
Location 15({Ra0):
Location 16{Ra0):

PSULIRED):
PSUZIRED):
FAM1(RED):
FaM2Z(RE0):
FANZ(REO):
FAN4(RED):

Information
+1.20 % (min = +1.14 ¥, max = +1.28 V)
+3.41% imin = +3.10 %, max = +3.35 V)
+5.14 % (min = +4.80 %, max = +5.35 V)
+11.97 % (min = +10.80 ¥, max = +13.20 )
+1.86%W (min=+1.71%, max = +1.93 V)
+5.15 W (min = +4.70 W, mag = +5.35 V)
+12.08 % (min = +10.80 ¥, may = +13.20 %)
+3.44 % (min = +3.10 %, max = +3.55 V)
+50.0 (C) (hyst = +0.0 ({C), high = +80.0 (C))
+34.5 (C) (hyst = +0.0 (C), high = +65.0 (C))
+57.0 (C) (hyst = +0.0 (2}, high = +65.0 (C))
+28.9 (C) (hyst = +0.0 (C), high = +45.0 (C1)
+28.0 (C) (hyst = +0.0 (), high = +45.0 (C))
+27.5 (C) (hyst = +0.0 (C), high = +45.0 (C)1)
+27.5 (C) (hyst = +0.0 (C), high = +45.0 (C1)
+27.5(C) (hyst = +0.0 (2}, high = +45.0 (C))
+26.0 (C) (hyst = +0.0 ({C), high = +45.0 (C))
+26.0 (C) (hyst = +0.0 (), high = +45.0 (C))
+26.0 (C) (hyst = +0.0 (C), high = +45.0 (C)1)
+26.0 (C) (hyst = +0.0 (C), high = +45.0 (C))
+26.0 (C) (hyst = +0.0 (), high = +45.0 (C))
+26.0 (C) (hyst = +0.0 (C), high = +45.0 (C))
+26.5 (C) (hyst = +0.0 (Z), high = +45.0 (C))
+26.5 (C) (hyst = +0.0 (Z), high = +45.0 (C))
+26.59 (C) (hyst = +0.0 (C), high = +45.0 (C))
+26.5 (C) (hyst = +0.0 (), high = +45.0 (C))
+26.5 (C) (hyst = +0.0 (C), high = +45.0 (C))
good
good
good (3970 RPM)
good (3552 RPM)
good (4115 RPM)
good (3663 RPM)

If “Auto shutdown” has been checked, the system will shutdown automatically when voltage or
temperature is out of the normal range. For better data protection, please check “Auto
Shutdown”.

For better protection and to avoid single short period of high temperature triggering Auto

shutdown, SB-2804-G1A3 use multiple condition judgments for Auto shutdown, below is the detalil
of when the Auto shutdown will be triggered.

61



1. There are 3 sensors placed on controllers for temperature checking, on core processor, on PCI-
X bridge, and on daughter board. SB-2804-G1A3 will check each sensor every 30 seconds.
When one of these sensors is over the high temperature value for continuous 3 minutes, the
Auto shutdown will be triggered immediately.

2. The core processor temperature limit is 85°C. The PCI-X bridge temperature limit is 80°C. The
daughter board temperature limit is 80°C.

3. If the high temperature situation doesn’t last for 3 minutes, SB-2804-G1A3 will not do auto

shutdown.

3.7.3 Hard Drive S.M.A.R.T. Function Support

S.M.A.R.T. (Self-Monitoring Analysis and Reporting Technology) is a diagnostic tool for hard
drives to give advanced warning of drive failures. S.M.A.R.T. provides users chances to take

actions before possible drive failure.

S.M.A.R.T. measures many attributes of the hard drive all the time and decide the hard drives
which are close to out of tolerance. The advanced notice of possible hard drive failure can allow
users to back up hard drive or replace the hard drive. This is much better than hard drive crash

when it is writing data or rebuilding a failed hard drive.

Enter “S.M.A.R.T.” function will display S.M.A.R.T. information of hard drives. The number is the
current value; the number in parenthesis is the threshold value. The threshold values of hard drive

vendors are different, please refer to vendors’ specification for details.

/ Enclosure management / S.M.A.R.T.

slot Read error  Spin up Reallocated sector Seek error Spin up Calibration Temperature g ..o

rate time count rate retrias retries (c)
1 203(63) 253(63) 253(0) 253(157)  253(223) a1 Guood
2 100(16) 107(24) 100(5) 100(67) 100(60) 31 EieLs
3 100(16) 104(24) 100(5) 100(67) 100(60) 32 Guod
4 70(6) 95(0) 100(38) 75(30) 100(97) 31 Gaod
5 100(16) 102(24) 100(5) 100(67) 100(60) 32 o
6 203(63) 253(63) 253(0) 252(157)  253(223) 28 cood
7 94(16) 99(24) 100(5) 100(67) 100(60) 31 ﬂ
g 200(51) 171(21) 200(140) 200(51) 100(51) 100(51) 30 Good
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3.7.4 UPS
Enter “UPS” function will set UPS (Uninterruptible Power Supply).

/ Enclosure management / UPS

UPS Type : MNone B
Shutdown Battery Level (%) : 5

Shutdown Delay (s5) : 0

Shutdown UPS : OFF

Status :
Battery Level (%) :

Confirm ®

Currently, the system only support and communicate with smart-UPS function of APC (American

Power Conversion Corp.) UPS. Please check detail from http://www.apc.com/.

First, connect the system and APC UPS via RS-232 for communication. Then set up the shutdown
values when the power is gone. UPS of other vendors can work fine, but they have no such

function of communication.

UPS Type Select UPS Type. Choose Smart-UPS for APC, None for other
vendors or no UPS.

Shutdown When below the setting level, the system will shutdown. Setting

Battery Level level to “O” will disable UPS function.

(%0)

Shutdown If power failure occurred, and the system can not return back to

Delay (s) the setting value period, the system will shutdown. Setting delay

to “O” will disable the function.

Shutdown UPS | Select ON, when power is gone, UPS will shutdown by itself after
the system shutdown successfully. After power comes back, UPS
will start working and notify system to boot up. OFF will not.

Status The status of UPS.
“Detecting...”

“Running”

“Unable to detect UPS”
“Communication lost”

“UPS reboot in progress”
“UPS shutdown in progress”

“Batteries failed. Please change them NOW!”

Battery Level Current percentage of battery level.
(%0)
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3.8 System Maintenance

“Maintenance” function allows operation of the system functions including “Upgrade” to the
latest firmware, “Info” to show the system version, “Reset to default” to reset all controller
configuration values to origin settings, “Config import & export” to export and import all
controller configuration except for VG/UDV setting and LUN setting, and “Shutdown” to either

reboot or shutdown the system.

/ Maintenance

Upgrade Remote upload firmware
Infe System information
Reset to default Reset to factory default
Config import & export  Import/export configurations

Shutdown Reboot or shutdown system

3.8.1 Upgrade

Enter “Upgrade” function to upgrade firmware. Please prepare new firmware file named

“xxxx.bin” in local hard drive, then press to select the file. Click

Confirm o it will pop up a message “Upgrade system now? If you want to

downgrade to the previous FW later, please export your system config first”, click “Cancel” to
export system config first, then click “OK” to start to upgrade firmware.

/ Maintenance / Upgrade

Browse the firmware to upgrade :
Export config

Confirm ®

DL/ 09 6840/987) %)

F}) Upgrade system now?

If you want to downgrade to the previous FW later,
please export your system config first!

oK Cancel

When upgrading, there is a progress bar running. After finished upgrading, the system must
reboot manually.
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-\ . NOTE: When upgrading FW, SB-2804-G1A3 can only accept the newer
% | version and guarantee the compatibility issue which means, if customer
e | changes FW to older version, the VG/UDV/LUN config may be lost.

3.8.2 Info

Enter “Info” function will display system type, FW number, CPU type, RAM size, and serial number.

f Maintenance / Info

System information

SE-2804-G1A2 1.0.0 (build 200710181800 )
CPU type

XSC3-IOPB134x Family rev B (v5l)
Installed system memaory

Unbuffered DDR-II 1024MB

Controller serial no.

00137BABA00A

3.8.3 Reset to Default

Enter “Reset to default” function, it allows user to reset the controller to the factory default
setting.

/ Maintenance / Reset to default

Sure to reset to factory default?

Confirm "

3.8.4 Config Import & Export

Enter “Config import & export” function, it allows user to save system configurable values —
export function and to apply all configuration — import function. For the volume config setting, the
values are available in export function and not available in import function which can avoid
confliction/date-deleting between two subsystems. That says if one controller already has valuable
data on the disks and user may forget it and use import function. If the volume setting was also
imported, the user’s current data will be cleared. Below is table of available configuration in import
& export function.

System name Controller system name

IP address Web Ul IP address with (1) DHCP enabled, (2) IP, (3) Subnet
mask, (4) Gateway, (5) DNS

iSCSI iSCSI data port address with (1) Aggregation, (2) iSNS, (3) CHAP,
(4) LAN 1 IP, Aggregation, IP, Subnet mask, Gateway, MTU
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Login config

Admin account login config with (1) Auto logout setting, (2) Admin
login lock

Password Admin password value with (1) Current password, (2) Old
password

Date Time Zone setting

Mail Event log mail setting with (1) Mail_from address, (2) SMTP
server, (3) Authentication, (4) Mail account ID, (5) Mail password,
(6) Mail_To_1 address, (7) Mail_To_2 address, (8) Mailt_To_3
address, (9) Event log filter setting

SNMP SNMP setting with (1) SNMP trap address 1, (2) SNMP trap
address 2, (3) SNMP trap address 3, (4) Community setting, (5)
Event log filter function

Event log Event log filter setting with (1) Web Ul and console Ul setting, (2)
LCM setting, (3) Web Ul pop up event setting

SES config SES management setting

vol_temp Auto shutdown setting

UPS UPS setting with (1) UPS type, (2) Shutdown Battery Level, (3)
Shutdown Delay, (4) Shutdown UPS

Physical disk Not available in import function.
Current controller hard disk status with (1) size, (2) block size, (3)
VG, (4) hard status

Physical disk Not available in import function.

spindown

Hard disk auto spindown setting

Volume group

Not available in import function.

VG setting with (1) VG name, (2) size, (3) number of physical
disks, (4) number of UDVs, (5) RAID level

Cache volume

Not available in import function.

Cache volume setting with (1) size, (2) percentage

User data volume

Not available in import function.

UDV setting with (1) UDV name, (2) size, (3) VG name, (4) cache
volume, (5) Stripe height, (6) block size, (7) write through or write
back, (8) priority

Logical unit

Not available in import function.

LUN setting with (1) host name, (2) target name, (3) UDV name,
(4) LUN number, (5) permission

66




[ Maintenance / Config import & export

Import/Export : Impart

Import file : Browse...

Confirm °

/ Maintenance / Config import & export

Import/Export : Export =

Export file : CONFIG-5B-2804-G1A3-20071019-100823.csv

3.8.5 Shutdown

Enter “Shutdown” function; it will display “Reboot” and “Shutdown” buttons. Before power off,
it's better to press “Shutdown” to flush the data from cache to physical disks. The step is better for
the data protection.

/ Maintenance / Shutdown

Reboot ° Shutdown e

3.9 Logout

For security reason, “Logout” function will allow logout while no user is operating the system. Re-
login the system, please enter username and password again.
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Chapter 3 Advanced Operation

4.1 Rebuild

If one physical disk of the VG which is set as protected RAID level (e.g.: RAID 3, RAID 5, or RAID
6) is FAILED or has been unplugged/removed, then, the VG status is changed to degraded mode,
the system will search/detect spare disk to rebuild the degraded VG to a complete one. It will
detect dedicated spare disk as rebuild disk first, then global spare disk.

SB-2804-G1A3 support Auto-Rebuild function. When the RAID level allows disk failures which the
VG is protected, such as RAID 3, RAID 5, RAID 6, and etc, SB-2804-G1A3 starts Auto-Rebuild as
below scenario:

Take RAID 6 for example:

1. When there is no global spare disk or dedicated spare disk on the system, SB-2804-G1A3 will be
in degraded mode and wait until (A) there is one disk assigned as spare disk, or (B) the failed disk
is removed and replaced with new clean disk, then the Auto-Rebuild starts. The new disk will be a
spare disk to the original VG automatically.

a. If the new added disk is not clean (with other VG information), it would be marked as
RS (reserved) and the system will not start "auto-rebuild".

b. If this disk is not belonging to any existing VG, it would be FR (Free) disk and the
system will start Auto-Rebuild function.

c. if user only removes the failed disk and plugs the same failed disk in the same slot again,
the auto-rebuild will start by this case. But rebuilding in the same failed disk may impact
customer data later from the unstable disk status. SB-2804-G1A3 suggests all
customers not to rebuild in the same failed disk for better data protection.

2. When there is enough global spare disk(s) or dedicated spare disk(s) for the degraded array,
SB-2804-G1A3 starts Auto-Rebuild immediately. And in RAID 6, if there is another disk failure
happening during the time of rebuilding, SB-2804-G1A3 will start the above Auto-Rebuild scenario
as well. And the Auto-Rebuild feature only works at "RUNTIME". It will not work the downtime.
Thus, it will not conflict with the “Roaming” function.

In degraded mode, the status of VG is “DG”.
When rebuilding, the status of PD/VG/UDV is “R”; and “R%o” in UDV will display the ratio in

percentage. After complete rebuilding, “R” and “DG” will disappear. VG will become complete one.

IMPORTANT! The list box doesn’t exist if there is no VG or only VG of
RAID 0, JBOD because user cannot set dedicated spare disk for these
RAID levels.
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Sometimes, rebuild is called recover; these two have the same meaning. The following table is the
relationship between RAID levels and rebuild.

RAID O Disk striping. No protection of data. VG fails if any hard drive fails or
unplugs.
RAID 1 Disk mirroring over 2 disks. RAID 1 allows one hard drive fails or

unplugging. Need one new hard drive to insert to the system and rebuild
to be completed.

N-way mirror | Extension to RAID 1 level. It has N copies of the disk. N-way mirror allows
N-1 hard drives fails or unplugging.

RAID 3 Striping with parity on the dedicated disk. RAID 3 allows one hard drive
fail or unplugging.

RAID 5 Striping with interspersed parity over the member disks. RAID 5 allows
one hard drive fail or unplugging.

RAID 6 2-dimensional parity protection over the member disks. RAID 6 allows two
hard drives fails or unplugging. If it needs to rebuild two hard drives at the
same time, it will rebuild the first one, then the other by sequence.

RAID 0+1 Mirroring of the member RAID O volumes. RAID 0+1 allows two hard
drives fails or unplugging, but at the same array.

RAID 10 Striping over the member RAID 1 volumes. RAID 10 allows two hard
drives fails or unplugging, but at different arrays.

RAID 30 Striping over the member RAID 3 volumes. RAID 30 allows two hard
drives fails or unplugging, but at different arrays.

RAID 50 Striping over the member RAID 5 volumes. RAID 50 allows two hard
drives fails or unplugging, but at different arrays.

RAID 60 Striping over the member RAID 6 volumes. RAID 60 allows four hard
drives fails or unplugging, but each two at different arrays.

JBOD The abbreviation of “Just a Bunch Of Disks”. No protection of data. VG
fails if any hard drive fails or unplugs.
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4.2 VG Migration and Expansion

To migrate the RAID level, please follow the below procedures. If the VG migrates to the same
RAID level of the original VG, it is expansion.

1.
2.

Select “/ Volume config / Volume group”.

Decide which VG to be migrated, click the blue square button = -B in the
RAID column next the RAID level.

Change the RAID level by clicking the down arrow mark RAIDS K4 . There will be
a pup-up which shows if the HDD is not enough to support the new RAID level, click

pelett O ®  to increase hard drives, then click Eoobin e

to go back to setup page. When doing migration to lower RAID level, such as the
original RAID level is RAID 6 and user wants to migrate to RAID 0, the controller will
evaluate this operation is safe or not, and display "Sure to migrate to a lower
protection array?” to give user warning.

Double check the setting of RAID level and RAID PD slot. If no problem, click

Mext == o

Finally a confirmation page shows detail RAID info. If no problem, click

Confirm ® to start migration. Controller also pops up a message of

“Warning: power lost during migration may cause damage of data!” to give
user warning. When the power is abnormally off during migration, the data is in high
risk.

Migration starts and it can be seen from the “status 3” of a VG with a running square
and an “M”. In “/ Volume config / User data volume?”, it displays an “M” in

“Status 4” and complete percentage of migration in “R%6”.

/ Volume config / Volume group / Migrate

Name : VG-RO
RAID Level : RAIDS
RAID PD slot : 123 SelectPD o

<< Back ° Next == e

70



[ Volume config / Volume group

Create ® Delete °
Total Free
] No. Name (c8) (ce) #PD #UDV Status 1|2 3 RAID
1 VG-RO = RAID 5
O - - 76 71 3 1 Qniine "

Create 5 Delete s

/ Volume config / User data volume

Attach ® Snapshot a Create ® Delete &
Size R Snapshot VG CV
[F No. Name (cB) Status 1 2 3 a RAID #LUN (ca) e | (ML)
1 UDV-RO ] e Bws B HI 0.00/0.00
Onl .
] s = = ERNREEE: - . B M 12% RAIDS 0 it 'ﬁ‘ Vi5-RO 100
Attach ® Snapshot Create ® Delete ®

larger or equal to the original VG. It does not allow expanding the same

@ INPORTANT! To do migration/expansion, the total size of VG must be
RAID level with the same hard disks of original VG.

During setting migration, if user doesn’t setup correctly, controller will
pop up warning messages. Below is the detail of messages.

"Invalid VG ID": Source VG is invalid.
"Degrade VG not allowed": Source VG is degraded.

"Initializing/rebuilding operation's going": Source VG is initializing or
rebuilding.

"Migration operation's going": Source VG is already in migration.
"Invalid VG raidcell parameter”: Invalid configuration. E.g., New VG's
capacity < Old

VG's capacity, New VG's stripe size < Old VG's stripe size. Or New VG's
configuration == OIld VG's configuration.

"Invalid PD capacity": New VG's minimum PD capacity < Old VG's

minimum PD capacity.

WARNING! VG Migration cannot be executed during rebuild or UDV
extension.
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4.3 UDV Extension

To extend UDV size, please follow the procedures.

1. Select “/ Volume config / User data volume”.

2. Decide which UDV to be extended, click the blue square button “ in the Size
column next the number.
3. Change the size. The size must be larger than the original, then click

Confirm to start extension.

4.  Extension starts. If UDV needs initialization, it will display an “I” in “Status 3” and

complete percentage of initialization in “R%6”.

/ Volume config / User data volume / Extend

Size : 10
Free : 71 (GB)

<< Back ° Confirm -

{ Volume config / User data volume

Attach s Snapshot » Create

° Delete 0]
Size R Snapshot VG cv
O No. Name (ca) Status 1 2 3 o, RAID #LUN (GB) name  (MB)
1 UDV-RO 10 o Bwe @ HI 0.00/0.00
Ll = = = iitHic — . B1 58% RAIDS 0 s %@ VG-RO 100
Attach ® Snapshot = Create ® Delete °

‘\4 NOTE: The size of UDV extension must be larger than original.

WARNING! UDV Extension cannot be executed during rebuild or
migration.
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4.4 Snapshot /Rollback

SB-2804-G1A3 Snapshot-on-the-box captures the instant state of data in the target volume in a

logical sense. The underlying logic is Copy-on-Write -- moving out the to-be-written data to certain

location whenever a write action occurs since the time of data capture. The certain location,

named as snap UDV, is essentially a new UDV,.which can be attached to a LUN thus provisioned

to a host as a disk just like other ordinary UDVs in the system. Rollback function restores the

data back to the state of any point in time previously captured for whatever unfortunate reason it

might be (e.g. virus attack, data corruption, human errors and so on). Snap UDV is allocated within

the same VG in which the snapshot is taken, we suggest to reserve 20%6 of VG size or more for

snapshot space.

Working
Viclums

Sarfir! sy

ik T

RIS Vil 1 |
Seaparat Copy
Staii |

Snapans Gagy

|
ME Exithaings | M Excharge | | SPOSMICY LT Evenange
|
|
|

BP0 = 16 ming o ATO = 28 I‘I'dll!-
2 ]

NOTE: Snapshot /rollback features need 512MB RAM at least. Please
also refer to RAM certification list in Appendix A.

4.4.1 Create Snapshot Volume

To take a snapshot of the data, please follow the procedures.

1.
2.

Select “/ Volume config / User data volume”.

Choose a UDV to do snapshot by clicking the blue square button “ in the
“Snapshot (GB)” column, it will direct to a setup page. The maximum snapshot
space is 2TB which user can setup the space no bigger than 2048GB.

Set up the size for snapshot. The size is suggested to be 2026 of UDV size at least,

then click ConfitMm __ ® 11 will go back to the UDV page and the size will

show in snapshot column. It may not be the same as the number entered because

some is reserved for snapshot internal usage. There will be 2 numbers in “Snapshot
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(GB)” column. These numbers mean “Free snapshot space” and “Total snapshot
space”.
4. Choose a UDV by clicking the checkbox of the row and then click

Snapshot e

5. A snapshot UDV is created with the date and time taken snapshot of the chosen UDV.
The snapshot UDV size is the same as the chosen UDV no matter the actual snapshot
UDV data occupies.

6.  Attach LUN to UDV, please refer to section 3.6.6 Logical unit number for more detail.

7. Done. It can be used as a disk.

/ Volume config / User data volume

Attach ® Snapshot e Create ® Delete ®
Size R Snapshot VG CV
¥ No. Name (cB) Status 1 2 3 ot RAID #LUN (c8) | I
1 UDV-RO 10 e BwB B HI 10.00/10.00
- g - Online = & RAIDO 1 . 3 VG-RO 100
2 UDV-R-1713 10 . 02/14 17:13:35
O = = = Online g o @ 1 RAIDO O g VG-RO 100

Attach ® Snapshot e Create ® Delete °

Snapshot has some constraints as the following:

1. Minimum RAM size of enabling snapshot function is 512MB.

2. For performance concern and future rollback, the system saves snapshot with names in
sequences. For example: three snapshots has been taken and named “snapl”(first),
“snap2” and “snap3”(last). When deleting “snap2”, both of “snapl” and “snap2” will be
deleted because “snapl” are related to “snap2”.

For resource concern, the max number of snapshots is 32.

4.  If snapshot space is full, controller will send a warning message about space full and
the new taken snapshot will replace the oldest snapshot by rotation sequence.

5.  Snap UDV cannot be migrated, when doing migration of related VG, snap UDV will fail.

6. Snap UDV cannot be extended.
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4.4.2 Auto Snapshot

The snapshot copies can be taken manually or by schedule such as hourly or daily. Please follow
the procedures.

Select “/ Volume config / User data volume”.
Create a snapshot space. Please refer to section 4.4.1 for more detail.

Click () in “Snapshot (GB)” column to set auto snapshot .

The auto snapshot can be set at the period of monthly, weekly, daily, or hourly.

A A

Done. It will take snapshots automatically.

/ Volume config / User data volume / Auto Snapshot

Mo1 Floz Floz Floa
M o5 Fos Flo7 Moe
Mog Mo Fli1 iz

Months to take snapshots :

D a)
Weeks to take snapshots : D;‘”D s M5 Ps
Os
Oa
e S B Osun Omon C1ue Owed

Othu OFri Osat

Clan

oo Dot Coz Coz

Oos Oos Oos Oor
Hours to take snapshots : Oos oa O1o0 M11

12 01z O1g O1s

Oi1s 017 O1s O1g

Elon Floi Flss Flss

<< Back ' Confirm ®

4.4.3 Rollback

The data in snapshot UDV can rollback to original UDV. Please follow the procedures.
1. Select “/ Volume config / User data volume”.
2.  Take one or more snapshots. Please refer to section 4.4.1 for more detail.

3. Click * in“Snapshot (GB)” column to rollback the data, which user can recover

data to the time that snapshot is taken.

Rollback function has some constraints as described in the following:

1. Minimum RAM size of enabling rollback function is 512MB.
2. When doing rollback, the original UDV cannot be accessed for a while. At the same
time, the system connects original UDV and snap UDV, and then starts rollback.

3. During rollback data from snap UDV to original UDV, the original UDV can be accessed
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and the data in it just like it finished rollback. At the same time, the other related snap
UDV(s) can not be accessed.
4.  After rollback process finished, the other related snap UDV(s) will be deleted, and

snapshot space will be set to O.

IMPORTANT! Before executing rollback, it is better to dismount file
system for flushing data from cache to disks in OS first.

4.5 Disk Roaming

Physical disks can be re-sequenced in the same system or move whole physical disks from system-
1 to system-2. This is called disk roaming. Disk roaming has some constraints as described in the

following:

1. Check the firmware of two systems first. It is better that both have same firmware
version or newer.

2. Whole physical disks of related VG should be moved from system-1 to system-2
together. The configuration of both VG and UDV will be kept but LUN configuration will

be cleared to avoid conflict with system-2.

4.6 Support Microsoft MPIO and MC/S

MPIO (Multi-Path Input/Output) and MC/S (Multiple Connections per Session) both use multiple
physical paths to create logical "paths" between the server and the storage device. In the case
which one or more of these components fails, causing the path to fail, multi-path logic uses an

alternate path for 1/0 so that applications can still access their data.

Microsoft iSCSI initiator supports multi-path function. Please follow the procedures to use MP1O
feature.
1. A host with dual LAN ports connects cables to SB-2804-G1A3.
2. Create a VG/UDYV, attach this UDV to the host.
3.  When installing “Microsoft iSCSI initiator”, please install MPIO driver at the same
time.
4. Logon to target separately on each port. When logon to target, check “Enable multi-
path”. Please refer to Appendix D, step 6.
5.  MPIO mode can be selected on Targets - Details = Devices - Advanced.
6. Rescan disk.

7.  There will be one disk running MPIO.
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Appendix

A. Certification List

RAM
RAM Spec: 240-pin, DDR2-533(PC4300), Reg.(register) or UB(Unbufferred), ECC, up to
2GB, 64-bit data bus width (and also 32-bit memory support), x8 or x16 devices, 36-bit
addressable, up to 14-bit row address and 10-bit column address.

Vendor Model
ATP AJ28K64E8BHEGS, 1GB DDR2-667 (Unbuffered, non-ECC) with SEC
ATP AJ28K72G8BHE6GS, 1GB DDR2-667 (Unbuffered, ECC) with SEC
ATP AJ64K72F8BHEGS, 512MB DDR2-667 (Unbuffered, ECC) with SEC
ATP AJ56K72G8BJE6GS, 2GB DDR2-667 (Unbuffered, ECC) with Samsung
. UG64T7200L8DU-6AL, 512MB DDR2-667 (Unbuffered, ECC) with
Unigen .
Elpida
. UG12T7200L8DU-5AM, 1GB DDR2-533 (Unbuffered, ECC) with
Unigen .
Elpida
Unigen UG12T7200L8DR-5AC, 1GB DDR2-533 (Registered, ECC) with Elpida
Uniaen UG25T7200M8DU-5AM, 2GB DDR2-533 (UnBuffered, ECC) with
g Micron
. UG12T7200M8DU-5AL, 1GB DDR2-533 (UnBuffered, ECC) with
Unigen .
Hynix
. UG12T7200L8DU-5AM, 1GB DDR2-533 (UnBuffered, ECC) with
Unigen .
Hynix
. UG12T7200L8DU-6AM, 1GB DDR2-667 (UnBuffered, ECC) with
Unigen .
Hynix
Unigen UG25T7200M8DU-6AMe, 2GB DDR2-667 (UnBuffered, ECC) with
Hynix

iSCSI Initiator (Software)

OS Software/Release Number
Microsoft Microsoft iSCSI Software Initiator Version 2.03
Windows System Requirements:

1. Windows XP Professional with SP2

2. Windows 2000 Server with SP4

3. Windows Server 2003 with SP1

4, Windows Server 2003 R2

Linux The iSCSI Initiators are different for different Linux Kernels.

1. For Redhat Linux 9 (Kernel 2.4), install linux-iscsi-3.6.3.tar
2. For Red Hat Enterprise Linux 3 (Kernel 2.4), install linux-iscsi-
3.6.3.tar

3. For Red Hat Enterprise Linux 4 (Kernel 2.6), use the build-in
iSCSI initiator in kernel 2.6.9-34.Elsmp

Mac ATTO XTEND 2.0x SAN / Mac iSCSI Initiator

System Requirements:

Mac® OS X v10.3.5 or later

For ATTO initiator, it is not free. Please contact your local distributor for ATTO initiator.
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iSCSI HBA card

Vendor Model
Adaptec 7211C (Gigabit, 1 port, TCP/IP offload, iSCSI offload)
QLogic QLA4010C (Gigabit, 1 port, TCP/IP offload, iSCSI offload)
Qlogic QLA4052C (Gigabit, 2 port, TCP/IP offload, iSCSI offload)

For detailed setup steps of Qlogic QLA4010C, please refer to Appendix G: QLogic
QLA4010C setup instructions.

NIC
Vendor Model
Intel PWLA8490MT (Gigabit, 1 port, TCP/IP offload)
Intel PWLA8492MT (Gigabit, 2 port, TCP/IP offload)
Intel PWLA8494MT (Gigabit, 4 port, TCP/IP offload)
GbE Switch
Vendor Model
Dell PowerConnect 5324
Dell PowerConnect 2724
HP ProCurve 1800-24G
SATA hard drive
Vendor Model
Hitachi Deskstar 7K250, HDS722580VLSA80, 80GB, 7200RPM, SATA, 8M
Hitachi Deskstar 7K80, HDS728080PLA380, 80GB, 7200RPM, SATA-II, 8M
Hitachi Deskstar 7K500, HDS725050KLA360, 500G, 7200RPM, SATA-II, 16M
Hitachi Deskstar 7K80, HDS728040PLA320, 40G, 7200RPM, SATA-II, 2M
Maxtor DiamondMax Plus 9, 6YO80MO, 80G, 7200RPM, SATA, 8M
Maxtor DiamondMax 11, 6H500F0, 500G, 7200RPM, SATA 3.0Gb/s, 16M
Samsung SpinPoint P80, HDSASP0812C, 80GB, 7200RPM, SATA, 8M
Seagate Barracuda 7200.7, ST380013AS, 80G, 7200RPM, SATA, 8M
Seagate Barracuda 7200.7, ST380817AS, 80G, 7200RPM, SATA, 8M, NCQ
Seagate Barracuda 7200.8, ST3400832AS, 400G, 7200RPM, SATA, 8M, NCQ
Seagate Barracuda 7200.9, ST3500641AS, 500G, 7200RPM, SATA-II, 16M
Seagate NL35, ST3400633NS, 400G, 7200RPM, SATA 3Gb/s, 16M
Seagate NL35, ST3500641NS, 500G, 7200RPM, SATA 3Gb/s, 16M

Western Digital

Caviar SE, WD800JD, 80GB, 7200RPM, SATA, 8M

Western Digital

Caviar SE, WD1600JD, 160GB, 7200RPM, SATA, 8M

Western Digital

Raptor, WD360GD, 36.7GB, 10000RPM, SATA, 8M

Western Digital

Caviar RE2, WD4000YR, 400GB, 7200RPM, SATA, 16M, NCQ
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B. Event Notifications

PD/S.M.A.R.T. events

Level Type Description

Info Disk inserted Info: Disk <slot> is inserted.

Info Disk removed Info: Disk <slot> is removed.

Warning S.M.AR.T. Warning: Disk <slot> S.M.A.R.T. threshold
threshold exceed exceed condition occurred for attribute of
condition 1. read error rate

2. spin up time

3. reallocated sector count
4. seek error rate

5.  spin up retries

6. calibration retries

Warning S.M.AR.T. Warning: Disk <slot>: Failure to get S.M.A.R.T
information information

Physical HW events

Level Type Description
Warning ECC error Warning: Single-bit ECC error is detected.
Error ECC error Error: Multi-bit ECC error is detected.
Info ECC DIMM Installed | Info: ECC Memory is installed.

Info Non-ECC installed Info: Non-ECC Memory is installed.
Error Host chip failure Error: Host channel chip failed.
Error Drive chip failure Error: Drive channel chip failed.
Warning Ethernet port Warning: GUI Ethernet port failed.
failure
HDD 10 Events

Level Type Description
Warning Disk error Error: Disk <slot> read block error.
Warning Disk error Error: Disk <slot> writes block error.
Warning HDD failure Error: Disk <slot> is failed.

Warning Channel error Error: Disk <slot> 10 incomplete.
SES Events

Level Type Description
Info SES load conf. OK Info: SES configuration has been loaded.
Warning SES Load Conf. Error: Failed to load SES configuration. The SES

Failure device is disabled.
Info SES is disabled Info: The SES device is disabled.
Info SES is enabled Info: The SES device is enabled
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Environmental events

Level Type Description
Info Admin Login OK Info: Admin login from <IP or serial console>
via <Web Ul or Console UlI>.
Info Admin Logout OK Info: Admin logout from <IP or serial console>
via <Web Ul or Console Ul>.
Info iSCSI data port Info: iSCSI login from <IQN> (<IP:Port
login Number>) succeeds.
Warning iSCSI data port Warning: iSCSI login from <IQN> (<IP:Port
login reject Number>) was rejected, reason of
1. initiator error
2. authentication failure
3. authorization failure
4. target not found
5. unsupported version
6. too many connections
7.  missing parameter
8.  session does not exist
9. target error
10. out of resources
11. unknown
Error Thermal critical Error: System Overheated!!! The system will do
the auto shutdown immediately.
Warning Thermal warning Warning: System temperature is a little bit
higher.
Error Voltage critical Error: System voltages failed!!! The system will
do the auto shutdown immediately
Warning Voltage warning Warning: System voltage is a little bit
higher/lower.
Info PSU restore Info: Power <number> is restored to work.
Error PSU Falil Error: Power <number> is out of work.
Info Fan restore Info: Fan <number> is restore to work.
Error Fan Fail Error: Fan <number> is out of work.
Error Fan non-exist Error: System cooling fan is not installed.
Error AC Loss Error: AC loss for the system is detected.
Info UPS Detection OK Info: UPS detection succeed
Warning UPS Detection Fail | Warning: UPS detection failed
Error AC Loss Error: AC loss for the system is detected
Error UPS power low Error: UPS Power Low!!! The system will do the
auto shutdown immediately.
Info Mgmt Lan Port Info: Management LAN Port is active.
Active
Warning Mgmt Lan Port Warning: Fail to manage the system via the LAN
Failed Port.
Info RTC Device OK Info: RTC device is active.
Warning RTC Access Failed Warning: Fail to access RTC device
Info Reset Password Info: Reset Admin Password to default.
Info Reset IP Info: Reset network settings set to default.
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System config events

Level Type Description
Info Sys Config. Info: Default system configurations restored.
Defaults Restored
Info Sys NVRAM OK Info: The system NVRAM is active.
Error Sys NVRAM 10 Error: Can't access the system NVRAM.
Failed
Warning Sys NVRAM is full Warning: The system NVRAM is full.

System maintenance events

Level Type Description
Info Firmware Upgraded | Info: System firmware has been upgraded
Error Firmware Upgraded | Error: System firmware upgrade failed.
Failed
Info System reboot Info: System has been rebooted
Info System shutdown Info: System has been shutdown.
Info System Init OK Info: System has been initialized OK.
Error System Init Failed Error: System cannot be initialized in the last
boot up.
LVM events
Level Type Description
Info VG Created OK Info: VG <name> has been created.
Warning VG Created Falil Warning: Fail to create VG <name>.
Info VG Deleted Info: VG <name> has been deleted.
Info UDV Created OK Info: UDV <name> has been created.
Warning UDV Created Fail Warning: Fail to create UDV <name>.
Info UDV Deleted Info: UDV <name> has been deleted.
Info UDV Attached OK Info: UDV <name> has been LUN-attached.
Warning UDV Attached Fail Warning: Fail to attach LUN to UDV <name>.
Info UDV Detached OK Info: UDV <name> has been detached.
Warning UDV Detached Fail | Warning: Fail to detach LUN from Bus
<number> SCSI_ID <number> LUN
<number>.
Info UDV_OP Rebuild Info: UDV <name> starts rebuilding.
Started
Info UDV_OP Rebuild Info: UDV <name> completes rebuilding.
Finished
Warning UDV_OP Rebuild Warning: Fail to complete UDV <name>
Fail rebuilding.
Info UDV_OP Migrate Info: UDV <name> starts migration.
Started
Info UDV_OP Migrate Info: UDV <name> completes migration.
Finished
Warning UDV_OP Migrate Warning: Fail to complete UDV <name>
Failed migration.
Warning VG Degraded Warning: VG <name> is under degraded mode.
Warning UDV Degraded Warning: UDV <name> is under degraded
mode.
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Info UDV Init OK Info: UDV <name> completes the initialization.
Warning UDV_OP Stop Warning: Fail to complete UDV <name>
Initialization initialization.
Warning UDV IO Fault Error: 10 failure for stripe number <number> in
UDV <name>.
Warning VG Failed Error: Fail to access VG <name>.
Warning UDV Failed Error: Fail to access UDV <name>.
Warning Global CV Error: Fail to adjust the size of the global cache.
Adjustment Failed
Info Global Cache Info: The global cache is OK.
Error Global CV Creation | Error: Fail to create the global cache.
Failed
Info UDV Rename Info: UDV <name> has been renamed as
<name>.
Info VG Rename Info: VG <name> has been renamed as
<name>.
Info Set VG Dedicated Info: Assign Disk <slot> to be VG <name>
Spare Disks dedicated spare disk.
Info Set Global Disks Info: Assign Disk <slot> to the Global Spare
Disks.
Info UDV Read-Only Info: UDV <name> is a read-only volume.
Info WRBK Cache Policy | Info: Use the write-back cache policy for UDV
<name>.
Info WRTHRU Cache Info: Use the write-through cache policy for
Policy UDV <name>.
Info High priority UDV Info: UDV <name=> is set to high priority.
Info Mid Priority UDV Info: UDV <name> is set to mid priority.
Info Low Priority UDV Info: UDV <name> is set to low priority.
Error PD configuration Error: PD <slot> Iba <#> length <#> config
read/write error <read | write> failed.
Error PD read/write error | Error: PD <#> lba <#> length <#> <read |
write> error.
Error UDV recoverable Error: UDV <name> stripe <#> PD <#> |ba
read/write error <#> length <#> <read | write> recoverable
Error UDV unrecoverable | Error: UDV <#> stripe <#> PD <#> |ba <#>
read/write error length <#> <read | write> unrecoverable
Info UDV stripe rewrite Info: UDV <name> stripe <#> rewrite column
start/fail/succeed bitmap <BITMAP> <started | failed | finished>.

Snapshot events

Level Type Description
Warning Allocate Snapshot Warning: Fail to allocate snapshot memory for
Mem Failed UDV <name>.
Warning Allocate Snapshot Warning: Fail to allocate snapshot space for
Space Failed UDV <name>.
Warning Reach Snapshot Warning: The threshold of the snapshot of UDV
Threshold <name=> has been reached.
Info Snapshot Delete Info: The snapshot of UDV <name> has been
deleted.
Info Snapshot replaced Info: The oldest snapshot version of UDV
<name> has been replaced by the new one.
Info Take a Snapshot Info: Take a snapshot to UDV <name>.
Info Set Size for Info: Set the snapshot size of UDV <name> to
Snapshot <number> GB.
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Info Snapshot rollback Info: The snapshot of UDV <name> rollback
start start.

Info Snapshot rollback Info: The snapshot of UDV <name> rollback
finish finish.

C. Known lIssues

1. Microsoft MPIO is not supported on Windows XP or Windows 2000 Professional.

Workaround solution: Using Windows Server 2003 or Windows 2000 server to run
MPIO.

D. Microsoft iSCSI Initiator

Here is the step by step to setup Microsoft iSCSI Initiator. Please visit Microsoft website for latest
iSCSI initiator. The following setup may not use the latest Microsoft iSCSI initiator.

1. Run Microsoft iSCSI Initiator version 2.03. Please see Figure D.1.
2. Click “Discovery”.

i5C51 Initiator Properties | x|

General I Discover_l,ll Targetsl PersistentTargetsl Bound Volumestevicesl

[V} The i5C5] protocol uses the following information o uniguely
identify thiz initiatar and authenticate targets.

Initiator Mode M ame: ign. 1991 -05.com. microzoft: dema

To rename the initiator node, click Change. LChange...

Tao authenhicate targets using CHAP, click Secret to

specify a CHAP secret. Secret

Ta configure IPSec Tunkel Mode addresses, click
Tunmel.

il

Tunnel

oK Spply

3.  Click “Add”. Input IP address or DNS name of iSCSI storage device. Please see Figure
D.2.
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Add Target Portal x|

Type the IP address or DMS name and socket nurmber of the portal wou
want to add, Click Advanced to select specific settings For the discavery
session ko the porkal.

IP address ar DMNS name: Park:
192.168.11.229 3260 Advanced. .. |
Cancel |
4.  Click “OK”.
zl
General Discovery I Targets' Parsistent Targetsl Bound Volumes#DevicesI
— Target Partalz
Address | Port | Adapter | IPAddressl
192.168.11.229 3260 Crefault Cefault
Bemove Refresh I
ISMS Servers
Mame |
Add Fremoiwe | Refresh |
aK | Cancel | Lipply I
5. Click “Targets”.
-
st ineiaor praperties ]

Gereal | Dizcovery  Tagets | Peisstent Taigets | Bound Vahmes/Devie: |

Select 3 langel and chek Log On fo access the shocags devisas fal thal
largel, Click details o see rfoimalion sbout he sessons, corneckons and
devices for thal baget.

Teargets:

Dets: | LogOn. |  Reesn |

0K I Canced il
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6. Click “Log On”. Check “Enable multi-path” if running MPIO.

logOntoTarget 8 =

[ Automaticaly ceshars Hhis connection when the system boats

™ Enable miuki-path

o - Cmby select this ophion ¥ 551 mult-path sof tware i already installed
i) an your computer,

fdwanced. .. (a4 I Cancel

7. Click “Advance” if CHAP information is needed.

Advanced Settings e |

Generall IFSec |

— Connect by using

Local adapter: I Default j

Source [P: IDefauIt ﬂ

Target Portal; I D efault ﬂ
— CRC / Checksum

[ Data digest [™ Header digest

~I" CHAP logon information

CHAR helps ensure data secunty: by providing authentication between
a target and ar initiatar tring to estabilish & connection: Towset
specify the zame target CHAR secret that was configured anthe target
far this initiatar.

Usernarme: qun.‘l 99105, com. microsoft dema

Tranget secref: I

[ Pestarm mutual authertication

Tio use mutual EHAR specify arinitiator secret an the Initiatar Sethings
page and configure that secret on the target.

Cancel Lipply

8. Click “OK”. The status would be “Connected”.
9. Done, it can connect to an iSCSI disk.
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ST Initiabor Properties : Lo x|
Genercal | Discoveny Taiels | Fersitent Targets | Bourd Yohmes/Devices |

Sedecta laget and chek Log On bo sccess the shoeage devices for at
tengel. Click detail: bo 2ee nfiomation sbout e sessions. connections and
devices b st lagel.

Targees.

H.ame | Slalus
(i TG rer corn P n ah- SR 1m0 Conrectes

The following procedure is to log off iSCSI device.

a. Click “Details”.

Target Properties 1'
Sessions IDevices | Properties |

This target has the following sessions:

Identifier
[ FrFrFFFas77o5a4-4000013700000003

Refresh

—Session Propertias

Target Portal Group: 1
Skatus: Connected
Conneckion Counk: 1

~ Session Connections
Ta configure how the connections within

this session are load balanced, click Connections |
Conneckions.

Ok | Cancel | Apply |

b. Check the Identifier, which will be deleted.
c. Click “Log off”.

d. Done, the iSCSI device log off successfully.
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E. Trunking/LACP Setup Instructions

Here is the step by step to setup Trunking and LACP. There are 2 kinds of scenarios for
Trunking/LACP.

Hord |

Rewdog Wrne el or Wiiae

Rexd-ce Wi

S

SB-2804-G1A3 SB-2804-G1A3

2. Duak ports with MPIO
(Vi awitches, host has 2
LAN ports, read or wrile in
ane LIDV)

1. Dual ports with MPIO
{Direct connect, host has 2
LAN ports, read or wiite in
one LIDV)

The setup instructions are in the following figures.

Create a VG with RAID 5, using 3 HDDs.

[/ Volume config / Volume group

Create ® Delete e
No. Name #PD #UDV Status 12 32 RAID
2 I
1 R3 g
Onl RAID 5
D o2, = 76 76 3 0 nine =5
Create ° Delete ®

Create a UDV by using the RAID 5 VG.
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[ Volume config / User data volume

Attach a Snapshot o Create ® Delete ®
Size R Snapshot VG CV
il No. Name (ca) Status 1 2 3 i RAID #LUN (ca) name (MB)
3 RS 10 2 Bwe 0BHI 0.00/0.00
onl
4 = = = - — s DI 14% RAIDS 0 s & R5 100
Attach ® Snapshot = Create ® Delete ®

. Run Microsoft iSCSI initiator 2.03 and check the Initiator Node Name.

iSCSI Initiator Properties I il

General I Discoveryl Targetsl PersistentTargetsI Bound Volumes;’DevicesI

e-: The i5CS] protocol uses the fallowing information to uniquely
identify thiz initiator and authenticate targets.

Initiator Mode Mame: 1ign.1991-05 com. microsoft:qa-chrischoui

To rename the initiator node, click Change.

LChange. .. |

To authenticate targets using CHAP, click Secret ta
Secrat

zpecify a CHAP zecret.

Ta configure IPSec Tunhel Mode addreszes, click

Tunnel. Tunrel

if

/ Volume config / Logical unit / Attach

UDV : R5 (10GB)

Host : ign.1991-05,com.microsoft:dema
LUN : -0- ©E

Permission : O Read-only @ Read-write

: Done, please check the settings.
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/ Volume config / Logical unit

Attach ° Detach °
O Host LUN Permission uUDV name #Session
O ign.1991-05.com.microsoft:demo 0 Read write RS 1 Session

Attach ® Detach ®

: Check iSCSI settings. The IP address of iSCSI data port 1 is 192.168.11.229. Using port
1 as Trunking or LACP. Click the blue square in “Aggregation” field to set Trunking or
LACP.

£ iSCSI config f NIC

Aggregation e

Name LAG LAG No DHCP IP address Metmask Gatewray MTU MAC address Link
no 192.,168.11.254 1500

LAN1  no M2 i 192,168.11.229 255.255.255.0 = 2 00:13:78:a8:00014  up
no 192,168.12.254 1500

LANZ  no MR - 192,168.12.229 255.255.255.0 - - 00:13:78:a8:00: 15 up

. Select “Trunking”. If LACP is needed.

£ iSCSI config f NIC f Aggregation

Aggregation : & Trunking © LacR
Address : 192,168.11.229
Mask : 255 250.205,0
Gateway : 192.168.11.254
NIC : W Lani MoLanz

<< Back ® Confirm ®

. Now, the setting is in Trunking mode.

config f NIC

Aggregation e

Name LAG LAG Mo DHCP IP address Netmask Gateway MTU MAC address Link
Trunking no 192.168,11.254 1500

LAM1 = u} = 192.168,11.229  255.255.255.0 = = oo:la7enas:0nld up
Trunking no 192.168.11.254 1500

LAMZ 5 u} e 192.168.11.229 255.255.255.0 2 & 00:13:78:38:00:14  up
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. Enable switch Trunking function of port 21 and 23. Below is an example of Dell
PowerConnect 5324. Go to Figure E.14 for next step.

/3 Dell Open™Manage Switch Administrator - Microsoft Internet Explorer ] o I
File Edit Wiew Favorites Tools  Help | :’l‘

GBack - &3 ~ [x] 2] b| ) Search -~ Favorites 471 | SE =Y

Address |§j http:ff192.168.10,252 =l Go |Links bes

Dell OpenManage Switch Administrator Support | Help | About Log Out

192.168.10.252 LAG tembership

LAG Membership

Metwork Securit
- Ports
- Address Tables
GARP Parts
Spanning Tree d
WA LACPJ
- Link Aggregatior 1] ! !
- LACP Pararr e
- LAG Membe
- Multicast Suppo
B Statistics/RMOMN
Bl Quality of Service

2 3 4 5 6 7 & 8 0 41 12 43 44 15 16 17 15 18 20 21 2R 23 24

e e e S e

(D R ] R

e

e
|@ javascripk:presubmit); ’_ l_ ’_ l_ ’_ |° Trusted sites 4

. Select “LACP”. If Trunking is needed.

£ 1SCSI config f NIC f Aggregation

Aggregation : C Trunking © LacP
Address : 192.168,11.229
Mask : 255.255.255.0
Gateway : 192,168,11.254

NIC : M Lant B Lanz

<< Back '] Confirm ®

: Now, the setting is LACP mode.

f ISCSI config f NIC

Agaregation e

Mame LAG LAGNo DHCP IP address Netmask Gateway MTU MAC address Link
LAaCP no 192.168.11.254 1500

LAaM1 = u] - 192.168,11.229 | 255,255.255.0 - - 00:13:78:a8:00:14¢  up
LACP no 192.158.11.254 1500

LaM2 . u] o 192,168,11.229 | 255,255.255.0 = o 00:12:78:a8:00:14¢  up
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. Enable switch LACP function of port 21 and 23. Below is an example of Dell
PowerConnect 5324.

/3 Dell Open™Manage Switch Administrator - Microsoft Internet Explorer =] 5

File Edit Wiew Favorites Tools  Help | r.;'

Support | Help | About | Log Out

192.168.10.252 LAG tembership

LAG Membership

Metwark Securit E[Lﬂ ..fms'{
- Ports
- Address Tables
GARP Parts

Spanning Tree 1 2 3 4 5 6 T 8 9 10 11 12 13 14 15 16 17 13 19 20 21 22 23 24
= WLAN LACPJ L L
= Link Aggregatior J 1 1
- LACP Pararr AL
- LAG Membe

- Multicast Suppo

B Statistics/RMOMN
o Quality of Service

e e e S e

(D R ] R

e

e
|@ javascripk:presubmit); ’_ l_ ’_ l_ ’_ |° Trusted sites 4

. Add Target Portals in Microsoft iSCSI initiator 2.03.

iSCSI Initiator Properties I 5[
General Discovery I Targetsl Persiztent Talgetsl Bound Volumestevicesl
— Target Portals
Address | Part | Adapter | IP Address |
Add I Bemayve Refresh |
—ISMS Servers
Mame |
Add | Femuyve | Refresh |
aK I Cancel | Apoply |
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Input the IP address of iSCSI data port 1 (192.168.11.229 as mentioned in previous
page).

iSCSI Initiator Properties ) x|
Add Target Portal ] x| I
Type the IF address or DMS name and socket number of the porkal vou
want to add, Click Advanced to select specific settings For the discovery
session to the partal,
IF address ar DNS name: Part:
192.165.11.229 |326IJ
(]34 { | Cancel |
—ISMS Servers
Mame
Add Fremove | Fefresh I
0K | Cancel | Al |

Click “Targets” to log on.

i5CSI Initiator Properties x|

General  Discovery ITargﬁl PersistentTargetsI Bound Volumesx’DevicesI

— Target Partals

Add Bemaove Refresh |

—iSMS Servers
Mame |
Add | Fremove | Refresh |

ak I Cancel | Spply |

Log on.
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15CS1 Iniklabor Properties -l ﬂ

Gerecsl | Discowely  Targets | Paisstent Taigete | Bound Vehrmes/Davice: |
Selzet & largel and ehek Log Or to aseess the shataos devess far thal

Largel, Click details o se= mbaimation sbout the sessions, corneckons and
devices for thal barges.

Targets:
Pl e Status

Detsit | LogOn. | Rehen |

Click “Advanced”.

iSCS] Indtialar Properties

Log On b Target

[T Burcmaticaly pestors this connection when the system boaks

[~ Enabbe mot-path

_5 Oy salsct this opbion  (S051 mult-peth software i sresdy netalizd
3 0L Compuber.

e, oK cancel |

Deted: | LegOn | Agreh |

T - A - |

Select Target Portal to iSCSI data port 1 (192.168.11.229). Then click “OK”.
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Advanced Settings 1 2lx|

General | IPSec |

r— Cannect by uzing

Laocal adapter: IMichsoft iSCSI Initiator j
SoucelP:  [192168.11.34 =]
Target Portal:

~ CRC / Checksum
[ Data digest [~ Header digest

I CHAP logon information

CHEE helps ensure data security by providing authentication betwesn
atarget and an nitiatorn fping to establish & connection: Tio use it
zpecifiithe same target EHER secret that was configured arithe target
fiar thiis initiatar.

Userriarme: |iqn. 1991-05. com. microzoft: ga-chiischoud

Tiarget zecret: I

[ Pertarm mutual authentication

Tiouse mutual EHAR specify annitiaton secret o the lnitistor Settings
page and canfigure that secret on the target.

QK Cancel Lpply

The setting is completed.

isiCs] Initi ) 3 =|
General | Discoveny T8i08l: | Persithent Tagets | Bound Vkmes/Dievices |

Select a tatgal and chck Log O bo access the shorags devices for hat
tegel. Click detail: bo zee infomation about the sessions. connections and

devices b st lagel.

Tangets:

Hame 1 Shale
(i LEFT-5 rer corn P ah-SRR g L Conrached]

T I |

Run “Computer Management” in Windows. Make sure the disks are available. Then the
disks can be tested for performance by IOMETER.
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@] Performance Logs and Alert

- smey, DEviCE Manager
EI--& Skorage

-3 Removable Storage
A Disk Defragmenter

i
- anagernent

<

1ol
g File Action ‘Wiew \Window Help |;|i|£|
= EE 2 DXS S ok
(=) Computer Management (Local) Yolume | Layout | Type | File System | Status | capacit
EI--W:B System Tools = ED Partition Basic MTFS Healthy 19.53 GB
-] Event Viewsr ENGa TOOLS (F1) Partition Basic FAT3Z Healthy 15,583 GB
EJ"-E Shared Folders EMWINDOWSZ003 {D:) Partition  Basic  FAT32 Healthy (Boot) 19,52 GB
B #§ Local Users and Groups Ewindows 2000 (C:)  Partition  Basic  NTFS Healthy (System)  19.53 GB
B

[]--@ Services and Applications

ZHpisk 0 —

Basic Windows : WINDOYY: s QA TOOLE

74.50 GB 1953 GEN 19.53GEF 115,90 GB F

Cnline Healthy (Sy f | Healthy (B < | Healthy

“Ppisk 1

Basic [}S

152,87 GH 152,57 GB

Online Unallocated =
4| | _;I B Unallacated [ Frimary partition [l Extended partition [l Logical drive

F. MPIO and MC/S Setup Instructions

Here is the step by step to setup MPIO. There are 2 kinds of scenarios for MPIO. Please see Figure
F.1. SB-2804-G1A3 suggests using scenario 2 for better performance.

: Network diagram of MPIO.
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Rewdog Wrne

el or Wiiae

Rexd-ce Wi

SB-2804-G1A3

1. Dual ports with MPIO
{Direct connect, host has 2
LAN ports, read or wiite in
one LIDV)

The setup instructions are in the following figures.

: Create a VG with RAID 5, using 3 HDDs.

/ Volume config / Volume group

S

SB-2804-G1A3

2. Duak ports with MPIO
(Vi awitches, host has 2
LAN ports, read or wrile in
ane LIDV)

Create ® Delete -
Total Free
il No. Name (cB) (cB) #PD #UDV Status 1 2 RAID
1 RS E
Online RAID 5
= = 76 76 3 0 =
Delete s

: Create a UDV by using RAID 5 VG.

/ Volume config / User data volume

Create L]

Attach e Snapshot Create Y
Size R Snapshot VG CV
[l No. Name (c8) Status 1 2 Py RAID #LUN (c8) name [MB]
1} RS 10 : Bwes BHI 0.00/0.00
Onl
il = = = i — = 14% RAIDS 0 i R5 100
Attach ® Snapshot Create ® Delete ®
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. Run Microsoft iSCSI initiator 2.03 and check the Initiator Node Name.
%
General | Discoveryl Targetsl PersistentTalgetsI Bound \r"olumes.-’Devicesl

g The iISCS pratocol uzes the following information to uniguely
identify this initiator and authenticate targets.

Initiator Made M amne: igh.1991-05 com. microzoft: qa-chrischoui

Ta rename the intiator node, click Change. LChange... |

To authenticate targets using CHAP, click Secret to s

specify a CHAP zecret. Sectet |
To configure IPSec Tunnel Mode addreszes, click
Tunnel.

i

Tunnel

/ Volume config / Logical unit / Attach

upv : R5 (10GB)

Host : ign.1991-05.com.microsoftidemo
LUN : -0- &

Permission : O Read-only ® Read-write

<< Back [ Confirm &

: The volume config setting is done.

/ Volume config / Logical unit

Attach ® Detach ®
| Host LUN Permission UDV name #Session
O ign.1991-05.com.microsoft: demo o] Read write RS 1 Session

Attach ® Detach ®
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{ i5CSI config f NIC

192.168.12.229 for example.

Check iSCSI settings. The IP address of iSCSI data port 1 is 192.168.11.229, port 2 is

Aggregation e

Mame

LaM1

LaM2

LAG LAG No
no I,
no I A0

DHCP

no

no

o

IP address

192.168.11.229

192.168.12.229

Netmask

255.255.255.0

255.255.255.0

Gateway
192.168.11.254

-

192.168.12.2524

.

Add Target Portals on Microsoft iSCSI initiator 2.03.

iSCSI Initiator Properties

General Discovery I Targets' Parzigtent Targetsl Bound Volumes#DevicesI

MTU
1500

a8

1500

a

X

— Target Partalz
Address | Port | Adapter | IP Address |
Add I, Hemoyve Fefresh I
ISMS Servers
Mame |
Add | Fremowe | Refresh |
aK I Cancel | Lipply I

MAC address Link

00:13:78:28:00:14  up

00i13:78a8:0015  up

Input the IP address of iSCSI data port 1 (192.168.11.229 as mentioned in previous

page).
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iSCSI Initiator Properties x|
Add Target Portal x| I
Type the IF address or DMS name and socket number of the porkal vou
want to add, Click Advanced to select specific settings For the discovery
session to the partal,
IF address ar DNS name: Part:
192.165.11.229 |326IJ
(]34 { | Cancel |
—ISMS Servers
Mame
Add Fremove | Fefresh I
0K | Cancel | Al |

Add second Target Portals on Microsoft iSCSI initiator 2.03.

iSCSI Initiator Properties 1[

General Dizcoveny I Targetsl Persistent Talgetsl Bound \r"olumes.-’Devicesl

— Target Portals
Address | Paort | Adapter | IF Address |
192168.11.229 3260 Drefault Default
Bemaove Refresh |
e
—ISMS Servers
Mame |
Add Femuyve | Refresh |
aK | Cancel | Apoply |

Input the IP address of iSCSI data port 2 (192.168.12.229 as mentioned in previous
page).
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The initiator setting is done.

i5C5I Initiator Properties x|
Add Target Portal ] x| I
Type the IF address or DMS name and socket number of the porkal vou
want to add, Click Advanced to select specific settings For the discovery
session to the partal,
IF address ar DNS name: Part:
192.165.12.229 |326D Advanced... |
OKIE I Cancel |
—ISMS Servers
Mame
Add Fremove | Fefresh I
0K | Cancel | Al |
iSCSI Initiator Properties 1[

General Dizoovery I Targ%l Persistent Talgetsl Bound Volumes.-’Devicesl

— Target Partalz

D efault

192.168.12.229 3250 Detaul

Add Bemove Refresh I

—ISMS Servers
Mame |
Add | Fremowe | Refresh |

aK I Cancel | Lipply I
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iSC51 Initiabor Properties :_. x|

Gereal | Dizcovery  Tagets | Peisstent Taigets | Bound Vahmes/Devie: |

Select & largel and chek Log Or bo aseess the shaags devcas fol thal
targel. Click details o se= rf lion shoutt he s=smons. conmeckons and
devices for Hhal barget.
Teargets:
e Stahus

Dets: | LogOn. |  Rebesh |

Log On ko Target ﬂ

Target name:

] i 1987-C6 v carm, proware st 2604-g 143 000aRa00a detault targat

[ Automatically pestors Ehis connection when the system boats

I Enabl muti:nat

N Cinby salect bhis option if ISCSE multi-path software is already nstalled
on Yo computer,

Advanced... rT] Cancel [

5

Select Target Portal to iSCSI data port 1 (192.168.11.229). Then click “OK”

General | IPSec I

— Connect by using

Lacal adapter: | Microsoft iSCSI Initiator =
Souce P [192168.11.34 ~]
Target Portal:

- CRLC / Checksum
[ Data digest [" Header digest

I CHAP lagon infarmation

EHAE bhelpe ensure data security by praviding authentication between
a target and aninitiatar rying to estabilish & connection: Tio wee it
zpecify the 2ame target CHSE secret that was configured on the target
o this initiatar.

Usernarme: |iqn.1 931 -05. com. microsoft ga-chischoud

Target zecret: I

I Bertarm mutial authentization

Touze mutual CHAR specify ariritiatar secret on the [ritiator Settings
page and configure that secret o the taraet.

i} K[\ Cancel Loy
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Log on again.

vSiCS] Initiabor Propertiss T .Et

General | Discovey  T8igets | Persisbent Targetz | Beurd Vikmes/Devices |

Select a tatgal and chck Log O bo access the shorags devices for hat
am.mmnﬁummmms,nmsm

devices ko Bnat Lasgal.

Larosts.
Hame Slalut
L] Com

pese | [maon_ ] Fabesh

ok | cancal | Al |

Enable “Enable multi-path” checkbox. Then click “Advanced”.

iS5CE] Inibiakor Froperbies T ok 3 EI

Log On ko Target

Targek name:

| 597190705 b com preware sb-2804-5183-000BS delauil-target

[~ Putomatically pestore this conmection vwhen the system baots

4, Ol selct this option FISCS1 multpath softeare b aready instaled
O 0L COMpLEES,
advarwed,,. ok | et |

Detale | LogOn. | Refeh |

T R e

Select Target Portal to iSCSI data port 2 (192.168.12.229). Then select “OK”
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Advanced Settings L ! ﬂ 5'

General | IPSec I

— Connect by using

Local adapter: IMicrosoft ISCSI Initiator ﬂ
SoucelP:  [192168.12.34 =]
Target Portal:

r~ CRC / Checksum
I Data digest [~ Header digest

I CHAP logan informatian

CHAR helps ensure data secunty by providing authentication between
a target and an inibatar ying toestablish & connection. Towse it
specifithe same target CHAR secret that was canfigured on the target
for this initiatar.

Wserriarme: qun.1 99105, com. microzoft ga-chizchoud

Target secref: I

7] Berfarm mutual authentication

Tiouge mutual EHAR specify an nitiaton secret or the [nitistor, Seftings
page and configure that secret om the target.

DE I Cancel Lpply
2%

iSCSI device is connected. Click “Details”.

KSCS1 Initiator Properties : ; x|
General | Discovey  Taigets | Persstent Tergetz | Bourd ¥okmes/Dievices |

Sieloct a largel anid chck Log (I b acmes e shoeaga devicss for that
tmgel. Ciick datail: ko rfmm.:bmtﬁnwmms connections and
dwmramlund.

Targees.

Hame | Staluz
(i TG rer corn P n ah- SR 1m0 Conrectes

S e |

Click “Device” tab, then click “Advanced”.
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Target Propertics i ﬁl

Sessione Devices | Praperties |

These are the devioss exposed by (5051 sessions to the target, Click
Acteancad b wiew information about the device and configure Ehe
mukipath polcy,

Devices:

| prolPS_BBE-2B04-G1A3 SCE| Dk Devica  Wull-Path Support

fdbvanced

ok || et 1| im0

Click “MP10O” tab, select “Load Balance Policy” to “Round Robin”.
x|

General MPIO I

Load Balance Policy :

Fail ver Only j
Fail Over Ol

Round Robin With Subset
Least Queue Depth
Weighted Paths

Least Blocksr

This device has the following paths:

Pathid [ Gtstus | Twpe [ weight | SessioniD

0xZ0000  Conne...  Ackive nja FEFFFFFFFEE0eE7c-400001

0x20001  Connme...  Standby njfa FEFFFFFFFEE0eE7c-400001

4] | i
Details | Edit... |

QK I Cancel | Anply |

Click “Apply”.
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Device Details 1 x|

General MFIO I

Load Balance Policy :

~ Description

requests ko all processing paths.

The round robin policy attempts to evenly distribute incoming

This device has the Following paths:

Pathld | Status | Type

| sweight | Session 1D

020000 Conne...  Ackive nja
0x20001  Conme...  Ackive nja

<

FRFFFFFFFBE0E7C-400001
FRFFFFFFFEE0eE7C-400001

| 2+

Details | Edit. .. |

ok I Cancel | Appl i |
Ly

Run “Device Manager” in Windows. Make sure MPIO device is available. Then the disk

can be tested performance by IOMETER.

E Computer Managenent : - |D|‘ﬂ
=) Ele action  Wiee  Window Help T |
e+ AHFS2E A
| =] Computer Menagement (Localy = 2} FROWARE-TWOTLEE -]
= Waﬁ?ﬂ-m Toals [ Computer
| E-E] Event Viewer =i Diek chives
“e profPS__ 5B-7804-G103 jisk Denvice
--%ge PIOIPS__SE-2B04.G1A3  SCSIDisk Diniee

i+ g=J Sharad Folders

-3 Local Users snd Groups
1M Pesformance Logs and Aark:
i L= Devics Manager

4] | ¥

“a prolP5__ S8
-l SHEZ123H Yolume Set # 00 5051 Digk Device

2B04-G1A3  Mull-Path Disk Denvice

= 5 Storaps [# & Display adagters
W3 Removable Storage ==Y Floppy dsk controllers
g sk Defragmenter [# =% IDE ATAFATART controlers
gl Dk Managament [ Eeyboards
(3} @ Services and Applications [} Mice and otfwer ponting devices
=& Monitors
[# Bl Metwork adspters
- Ports (COM BLFT)
[+ %% Processors -
= '@ SCSIL and RAID confrollers

1; B, Sound, viden and game controllers =l

The MC/S setup instructions are very similar to MP10O, detail steps are in the following figures. For
the target side setting, the steps are exactly the same as MPIO. Create a VG with RAID 5, using 3

HDDs.

Create a UDV by using RAID 5 VG.

Run Microsoft iSCSI initiator 2.03 and check the Initiator Node Name.
Attaching LUN to R5 UDV. Input the Initiator Node Name in Host field.

The volume config setting is done.

Check iSCSI settings. The IP address of iSCSI data port 1 is 192.168.11.229, port 2 is

192.168.12.229 for example.

Add Target Portals on Microsoft iSCSI initiator 2.03.
Input the IP address of iSCSI data port 1 (192.168.11.229 as mentioned in previous
pages). For MC/S, there is only ONE “Target Portals” in the “Discovery” tab.
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15C5I Initiator Properties | 5'

General  Discovery | Targetsl PersistentTargetsI Eound Volumes#DevicesI

— Target Partals
Addreszs | Park | Adapter | IPAddressl
192.168.11.229 3260 Default Default

Bemove Riefresh |

L4
—ISMS Servers

Mame I

Add Fremawe | Riefresh |

0k | Cancel | Loply |

Log on.

iSC51 Initiabor Properties I x|

Gereal | Dizcovery  Tagets | Peisstent Taigets | Bound Vahmes/Devie: |

Select & largel and chek Log O bo sscess the shotaos devasas fol thal
target, Chick details Io ses infarmation about the sess

cernechons and
devices for thal barget.
Targets:
e Stahus

Detste | LogOn. | Fghesh |

[TI Cancsl Ak [

Then click “Advanced”.
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T |

[T Brcenaticaly pesters this connection when the sytem baaks

[~ Enabls ririti-path

i Oy selsct this option i (5051 mult-path software s aveady netalied
<= o Ur computer .

agbearcad.,, | ok cancel |

Select set Local Adapter, Source IP, and Target Portal to iSCSI data port 1
(192.168.11.229). Then click “OK”

Advanced Settings | | ﬂﬁl

General | IPSec |

— Connect by using

Local adapter: IMicrosoft iSCS Initiator ﬂ
SoucelP:  [192168.11.34 =]
Target Portal:

— CRC / Checksum
I Data digest [ Header digest

I CHAP lagon infarmation

CHAF helps ensure data secunty by providing authentication betwesn
atarget ard an nitiatar tpingito establish a connection: To use it
speciiy the zame target EHAR secret that was configured on the target
far, this initiatar:

Wser name: qun.1 991-05, com. microzot: ga-chizchoul

Trarget secret: I

] Eerfarm mutual authentication

Tio uge mutual EHAR specif an initistan secret an the [ritiaton Settings
pane and configure that secret on the target

DK[: I Cancel | Lpply |

After connected, click “Details”, then in the “Session” tab, click “Connections”
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#SCSI Initiabor Properties : i x|

Genercal | Discoveny Taiels | Fersitent Targets | Bourd Yohmes/Devices |

Sedecta laget and chek Log On bo sccess the shoeage devices for at
tengel. Click detail: bo 2ee nfiomation sbout e sessions. connections and

devices b st lagel.
Targets.

Hame [
Tian 1G5ty com prowar e sh-CEH g 1o D, onrected

S e |

Choose “Round Robin” for Load Balance Policy

Connections |

Load Balance Policy:

Round Rabin j
Fail Crver Ol

Round Fobin With Subset
Least Queus Depth
“Weighted Paths

This session has the Following connections

Source Porkal I Target Portal I Skatus I Type | Weight I C

192.165.11.2... 192.165.11.... Conne... Active nja i
€| | 2l
Add | Remove | Edit. .. |

Ok I Cancel | &pply |

“Add” Source Portal for the iSCSI data port 2(192.168.12.229)
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Conneckions |

Load Balance Policy:

Round Robin j

~ Description

The round robin policy attempts to evenly distribute incoming
requests ta all processing paths.|

This session has the Following connections

Source Portal | Target Portal | Status I Type | ‘Weight | [
192,168,11.2,,, 192.168.11.... Conne... Active nfa a

4] | i

Add | Remove | Edit... |

(0] 4 I Cancel | Appliy |

Add Connection

Advanced. ., | (o4 I Cancel l

Select Local adapter, Source IP, and Target Portal to iSCSI data port 2 (192.168.12.229).
Then select “OK”

General | 128ec |

r— Caonnect by using

Local adapter. | Microsoft iSES! Iritiatar |
SowcelP:  [192.168.1234 =]
Target Portal:

 CRC / Checksum
[™ Data digest [~ Header digest

~I CHAP logan information

CHAP helps ensure data secunity by providing authentication between
a target and aminitiater, triving to establish & connection. To use it
specify the same target CHAP secret that was configured ar the target
fiar thiis iriitiztar.

User name: qun.1 331 -05. comn. microzoft forgive-me

Tiarget secret: I

™| Eerfarm mutual authentication

Tjmuze mutual CHAR specify an initiatar secret an the [hitistar Settings
page and configure that secret on the target.

(1] I Cancel Lo

The MC/S setting is done.
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Connections I

Load Balance Policy:

Round Rabin j

r—Description

The round robin policy attempts to evenly distribute incoming
requests to all processing paths.

This session has the Following connections

192.168.12.8/1067 192.168.12.... Conne... Active nfa

4] | 0

Add | Remove | Edit... |

QK I Cancel | Anply |

G. QLogic QLA4010C Setup Instructions

The following is the step by step setup of Qlogic QLA4010C.

: Log on the iSCSI HBA Manager and the current state shows “No Connection Active”.
Em_.l SLEY

e Mol Swe Yuae Qap

o
Conrin ek iad QLQG}:
[ B e e
A an || e e o
o HEAD CLALIR RY) | e bt LRSEI 6051 Pt Az Ma et
& Pand ghaps |
@i | o e AR
i A B0 Hame: B-2804-plas
|
[
i NI [T Prrovduct Fssio: Mt i e
| Prodd K Fi B L Targel Al Hare Mol Sl able
[] | sime ARSI, © A TR TIE 1
|
i Tt P 51 Marner Hal Reslabie
|
|
|
|
i
|
|
I
[
1 | L}

Sel torgnts host (R 61 20

. Click “Target settings”. Then select the target and click “Config Parameters”.
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jocmmn | ;eowies | o bt | Taige Setiegs | T [Stesca [ meguersncs |
Lt w2 1dmglas
9 A DL OLR T R W Modet CLASHD 15051 Pord Alas Mames alopic-1
+ AR
sty | s R ¢ e LRI
HEA SCH W SD-FEQM-glaz
“Grayed cut entries are Potential Beol devices and cannot be modified.
il Configurlin - s amnd blank BSOS
“Dveabh of dont o e coeer Soes 0L ap(iy |0 SeralTargets with CHAR ouiries,
b L L madnEa rard puas il Acinus cordrmeety.
| [y fartnbinel Iescgwerad Targeis || fanpalsco S discos rins Saadlaimnsis on ssm)
Erene Esnamic (LR EITE [ HCH Hama Fargal B Miira Shls
Tamed
| ;! [ 1 2 B A e fEFAEELT
g E I i T qg_r-'v. THA FEnard far FARELT .
0 £ L L et iRk ]

ol &=

Immediate | Execution M First
Target TargetlD| Bind | Enahle [Dynamic Shack Initial R2T Data Throttle Burst Eurst
Len Len
162.168.11.210:3260 Ta... 7l el O ] B4 512
[ i [ [+

Click “OK”.
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= gsan-qa222 Target Parameters E
Immediate | Execution Max First
Target TatgetiD| Bind | Enable |Dynamic|  Shack Initial R2T Data Throttle Burst Burst
Len Len
192.168.11.210:3260 Ta... z il [m] L] fi4 512
<« I [ >
H Click “Save settings” and click “Yes” on next page.
. ST
Lie Nl Mww Woard (e
o
. Benvect Bl QLOGIC
| ECEER | 3 1
L i wz-1 10w glas |
- HEA DGR Rd
v PR
o S s
1
<Grayed cut entrieg are Potantial Book devices and cannat be modified
il Canfigurslion - @z blank BC%
Db of deet b oower s 0l apply (0 SerdTargets st CHAD oetries,
Dy ] e rrd el acions oo
| 11! faris-binel Discowerd Targein || fopolsco P dincoves rins Sadlaneis on s
1
| ix: Danrie [CERFIT it | HIC Kma Targal O My Sids
2 L] 1 A [ A T
g L 1HE Sesared fir i
EEECRIETL L ol in | L
=
{
| Loty Par sty || s Auresic stk I
el L Sonsomes

. Click “Refresh” and find a new target with iSCSI name.
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Check the parameters which “Initial R2T” are enabled.

=
Immediate | Execution Max First
Target TargetlD| Bind | Enahle [Dynamic Shack Initial R2T Data Throttle Burst BEurst
Len Len
192.168.11.210:3260 Ta.. 2 faal L = a4 5312
162.168.11.210:3260 Ta... [ L] [ [ 313
< I [ [»

Check “Target Information” again and the state changed to “Session Active”.
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Then, run “Computer Management” in Windows. Make sure the disk appears.

E Computer Management ) |EI|5|

g Eile  Action Miew ‘Window Help | _|E’|5|
- @ 2 RBXES o6
=] Compurer Management: {Lacal) Yalume | Lavout | Type | File System | status | capait
Elﬁg System Tools = ED Partition Basic NTFS Healthy 19.53 GB
EJ--@ Event Viewer =Dga TOOLS (F) Partition  Basic FAT3Z Healthy 15.68 GB
EJ"'E Shared Folders EMWINDOWS2003 (D:) Partition Basic FAT32 Healthy (Bock) 19,52 GB
E-#4 Local Users and Groups Sdwindows 2000 (C:)  Partition  Basic  WTFS Healthy (System) 19,53 GE
[ Performance Logs and Alert:

nagernenk b I I _’I

s g
E]--& Services and Applications =
ZFDisk 0 i
Basic Windows : § | WINDOW!
74,50 GB 1953 GEB N 19,53 GEF
Online Healthy (5w § |Healthy (B
ZPDisk 1
Basic
152,87 <GB 152,587 GB
online Unallocated =
4| | LI B Unallocated [ Primary partition [l Extended partition [l Logical drive
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H. Installation Steps for Large Volume (TB)

Introduction:
SB-2804-G1A3 are capable to support large volumes (>2TB) on all product lines. When connecting

SB-2804-G1A3 to 64bit OS installed host/server, the host/server is inherently capable for large
volumes from the 64bit address. On the other side, if the host/server is installed with 32bit OS,
user has to change the block size to 1KB, 2KB or 4KB to support volumes up to 4TB, 8TB or 16TB,
for the 32bit host/server is not LBA (Logical Block Addressing) 64bit supported. For detail

installation steps, please check below.

Before starting, prepare the following items.
1. SB-2804-G1A3.
2. Refer to User Manual for certification list of:
RAM
iSCSI Initiator (Software), NIC, or iSCSI HBA card
SATA hard drive
3. CAT 5e, or CAT 6 network cables for management port and iSCSI data ports. Recommend
CAT 6 cables for best performance. SCSI cables and terminators.
4.  Prepare storage system configuration plan.
5.  Management and iSCSI data ports network information. When using static IP, please prepare
static IP addresses, subnet mask, and default gateway.
6. Gigabit LAN switches. (Recommended) or Gigabit LAN switches with VLAN/LACP/Trunking
functions. (Optional)

7.  CHAP security information, including CHAP usernames and secrets. (Optional)

©

Setup the hardware connection before power up servers and SB-2804-G1A3. Connect console

cable, management port cable, SCSI cables, terminators, and iSCSI data port cables first.

Step A: configure your target
1. Go to \Volume config\Volume group, create a VG.

Create VG
£ ¥Yolume config / Yolume group
Create ® Delete ®
r  No. Name T("’:L‘;' Ezgf #PD #UDY Status 1 2 3 RAID
{n} Create ® Delete ®
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Choose RAID Level and Disks

£ Yolume config f Volume group f Create

Mame : VGOl
RAID Level : IRAID & 'l
RAID PD slot : O91011 12 13 14 15 16 Selact FD e

<< Back s {h:) MNext == ®

Confirm VG Settings

{ Yolume config / Yolume group / Create / Confirm

Create ¥GOD1 : FAIC &

RAID width : g

RAID copy : 1

RAID row : i

RAID PD slot : 91011121314 1516

<< Back ® ‘{t’) Confirm '

A RAID 6 (size 2793G) VG is created

/ ¥olume config f Yolume group

Create ® Delete ®
Total Free
Mo. MName (6B) (€B) #PD #UDYV Status 1 2 23 RAID
1 WiE01 i
@ = 2793 2793 5 0 ol piatlie
— -
Create ' Delete &

2. Go to \Volume config\User data volume, create a UDV

Create a UDV

/ ¥olume config f User data volume

Attach ° Create ® Delete ®

Size R VG CY

r Mo. Mame (©8) Status ab AL ol RAID #LUMN ol mB)
attach ® {E’) Create ® Delete ®
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Setup Capacity, Stripe Height, and Block Size for UDV

f Yolume config # User data volume / Create

Name : ubvol

VG name : [weoi =]

CY No. : [Global [ 136 MB ) =]
Capacity (GB) : 2703 I

Stripe height {(KB) : m

Block size (B) : m

Read /Write : " Write-through cache  Write-back cache

Priority : & High priority ' Middle priority € Low priority

<< Back ° Confirm °

@ “_\_ NOTE: When the OS is 64bit, user can set the block size to any available

\ value. If the OS is 32bit, user has to change the block size to larger

‘ values than 512B. There will be a confirmation pop-up when UDV size is
over 2TB for reminding.

>4

Microsoft Internet Explorexr ) 4] |Microsoft Internet Explorer ] k|

LEA 64 support?

Chooze O if vsing OF such az
Windows 64 bits, Windows Server 2003 3F1,
Linux kemel 2.6 .%, FreeBED 5.2 1 or latter.

Chooze Cancel.

[t will change the sector size to 4K.
The masdmmn capacity iz up to 16 TE.
This wolume can not be Dimamic Disk,

i Cancel |

LEL 64 support?

Choogse OF if ueng OF such gz
Windoues 64 bits, Windoues Server 2003 5P1,
Linux kernel 2.6 %, FreeBED 521 or latter.

Choose Cangel.

It will change the sector size to 4K,
The meximun capacity iz up 1o 16 TB.
Thisz wolume can not be Dimamic Disk.

OK |

Choose “OK” for 64bit OS. Choose “Cancel” for 32bit OS. This step will change block
size to 4K automatically.

/ ¥olume config f User data volume

Attach ° Create ° Delete ®

Size R VG Ccv

[ Mo Mame (e8) Status 1 2 3 L RAID #LUN R (ME)
1 uovol 2793 Online B ws A HI

|| ® - P = I 1% RAID & a WGO01 136

Attach ® Create ® Delete °

UDV is created.
If you want to check the detail information of this UDV, go to click No. 1 icon.
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block size = 512B, for 64bit OS setting

f Yolume config f User data volume / More information

uDy:
Size R Strp Snap VG CcyY . Block y
1D No. Name (GB) Status 1 2 3 % (KB) RAID #LUMN (GB) Type YG ID Natie CY ID (MB) Config Size Create Time

1021826050 1 UDWO1 2793 Online WB HI I 1% 64 E"MD [u] 0.00 NORMAL 345494523 WG01 452869120 136 41 512 1173345654

<< Back °

block size = 4K, for 32bit OS setting

F ¥olume config £ User data volume f More information

uDy:
Size R Strp Snap VG cv . Block .
ID MNo. Mame (GB) Status 1 2 3 0% (KB)RAID #LUN (GB) Type YG ID N CY ID (MB) Config Size Create Time
891804674 1 UDVO1 2793 Online WB HI I 1% &4 E‘MD 0 0.00 NORMAL 345494528 WE01 452869120 136 41 4096 1173347651
<< Back °

Attach LUN for iSCSI controller

£ ¥Yolume config / User data volume

Attach ® Creats ® Delete ®

Size R YG cY

C Mo. Name (EB) Status 1 2 3 o RAID #LUM i (ME)
1 uDvol 2793 Online A ws B H1

n ® s = = I 1% RalD & o WE01 136

Create ® Delete °

{h’) Attach ®

Attach LUN

f ¥Yolume config f User data volume / Attach
upy : IUDVDl [(2793GR) 'I

Host : #|
LUNM : 0= ik
Permission : ' Read-only * Read-write
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Step B: configure your host/server
1. User needs to setup software iSCSI initiator or iSCSI HBA first.

2. Below is the configuration for Windows Server 2003 R2 with Microsoft iSCSI initiator. Please
install the latest Microsoft iSCSI initiator from below link.

http://www.microsoft.com/downloads/details.aspx?FamilylD=12cb3cla-15d6-4585-b385-
befd1319f825&DisplayLang=en

iSCsI Initiator Properties I £3| iSCSI Initiator Propert x|
General | Disco\rer_l,.ll Targetsl Persistent Targetsl Bound Volumesx’Devicesl Add Target Portal L x| |
Type the IP address or DNS name and sockek number of the portal you
") The I5C5I protocol uses the following information to uniquely want ko add, Click Advanced to select specific settings For the discavery
= identify thiz initiator and authenticate targets. session to the portal,
Initiatar M ode Narme: iqr. 1331-05. com. microsoft: demo IP address or DS name: Bort:

| 192.168,11,229| |3260 Advanced. .. |

Ta rename the initiatar node, click Changs. Change... oK I Cancel |

To authenticate targets using CHAP, click Secret to s -
specify a CHAP secret. aecret | —I5MS Servers

To configure |IPSec Tunnel Mode addresses, click

Mame
Tunnel. Tunriel

Add Femove | Refresh |

Apply | 0K | Cancel | Anply |

i5C51 Inikiakor Praperties B x|
Gereal | Dizcovery  Togets | Peismtert Taigets | BeundVokmes/Davices |

Select & Largel and chek Log Or to sctess the shaeags devicas fol lhal
langel, Click: details 1o se= rfaimalion shout he sessions, cormechons and
desvices for thal baiged

[T Actematicaly restors this conneckion when the systenm badks
™ Enabls firiti-path

Targets:
B e Stahy

i Oy select this opbion F (505 mult-peth softwsre 5 aready netalied
<= oUr Conmputer .

achvarwed... | ok cancel |
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Go to “Targets” tab, click “Refresh”, and then “Log On...” the target.

WSCS1 Initiator Properties .ﬁ'

General | Discovey Toigets | Persistent Tarpel::l Bl Wokmes/Dievices |

Select a laigel and chek Log On Lo access the sorage devices for that
lmpel. Click detail bosee n‘mmﬁmubmtlh:wmms connechions and
devices b st bagal

Targess.

| Slalus

ST
(i LEFT-5 rer corn P ah-SRR g L Conrached]

pege |[Ea0n_ ] Febesh

T I |

Status is “Connected”, the initiator setting is done.

Step C: Initialize/Format/Mount the disk

1. Go to Control Panel \Computer Management\Device Manger\Disk drives

E Computer Manadgenent ..Igtﬂ
Qgﬂa Action  Wiew  Widow  Help I-u!|1|
e~ B Es 2 a8

E Compuker Management (Lacal) = FROWARE-TWIOTLER -

B ﬁ Syckem Tooks
{ -] Event Viewsr
i4] g Shared Folders

i o= Devis MEnager

[= Eﬁ Storage

I M| Remowvable Sterage
j sk, Defragmenter

- Dick Mananerenit

- [ Services and Apelications

-] Local Users and Groups
1+ Pesfoemance Logs and Alert:

| ¥

[ Computer
= Digk drives
% prolPS__sR.op04.G1A3  SCSIDisk Device

-l prOIFS_ SR-2E04.5183 2051 Disk Device

H = nm!F‘SﬁE:’!-:‘_m-i G1A3 Ao -Path Disk Dinocee

g SH-E125H Wolume Set & 00 5051 Disk Device
[* lg Display adagkors
(=i Floppy disk controllers
* =4 IDE ATAFATART controlers
- Eaybaards
¥} Mice and cther ponting devices
&= B Monitors
(¥ B8 Metwork adapters
- Ports (COM &.LPT)
[ Processars
= '@ SCSI and RAID controllers
* ﬁ Sownd, wdcu ard game corercllers

2. Go to Control Panel \Computer Management\Disk Management
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New Disk

O computer Management |
‘g File Action ‘Yiew ‘Window Help

e = |G| 2 m|[2 e 5

Computer Managernent (Local) Yolume | Layout | Type | File: System | Status | Caparit | Free Space | % Free | Fault Tolerance | Overhead |

Hm System Tools = Nyal}] Partition Basic FAT3Z Healthy (System) 19.52GE  17.01 GB 97 % Mo 0%
Ewent Viewer =2 Partition  Basic  FAT3Z Healthy (Boot) ~ 19.52GB 16.32GE  83% Mo 0%
E Shared Folders = (ED Partition  Basic Healthy 19.53GB 19.53GE  100% Mo 0%
Local Users and Groups = Nih] Partition  Basic  MTFS Healthy 18.08GE 1640GE  90%  MNo 0%
g Performance Logs and Alett: | @ey 05 p939.2 (5) Partition Basic  UDF Healtty 32066 OMB 0% Mo 0%
-2 Device Manager
[—]& Skorage

=3 Remavable Storage
. Disk Defragmenter
Disk Management
[]--@ Services and Applications

&¥pisk 0

Basic {5 (D) (E:) (F)
76.68 GB 13.53 GB FAT32 19,53 B FAT3Z 19.53 GB 13,08 GB MTFS
online Healthy {System) Healttry (Boat) Healthy Healthy
Ppisk 1

Unkniown gt

2792.99 G 2792.99 GB

Mot Initislized Lhallocated -

ZJco-ROMO

OvD EN_D5_2939.2 (G:)

3.20 GB 3.20 GE LDF

Online Healthy

Initialize Disk

ZPDisk 0
Basic {C:) D) (E:) (F:)

76,68 GB 19.53 GB FAT3Z 19.53 GE FAT3Z 19.53 GB 18.08 =6 NTFS
Onling Healthy (System) Healthy (Baat) Healthy Healthy

THpisk 1
Unknown
279299 GB
Mot Initialized

Properties
SHCD-ROMO ey
DYD T = (G:)
3.2_0 GE 3.20 GE LUDF
Online Healthy

Convert to GPT Disk for over 2TB capacity.

ZHpisk 0
Basic (C:)

76,68 GE 13,53 GB FATIZ
Orling Healthy (System)

{D:) (E:) (F:)
19,53 GB FAT32 19,53 GB 18,08 GB NTFS
Healthy (Boat) Healthy Healthy

ZPDisk 1
Basic
279292 GB
Online

744,96 GB
Unallocated

Slco-romo  Broperties

DD
3.20 GB Hep
oriline | | Healthy

For more detail about GPT, please visit
http://www.microsoft.com/whdc/device/storage/GPT_FAQ.mspx.
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Format disk.

“Hpisk 0 |
Basic (C:) (D:) | (E) (F:)
76.68 GB | 19.53 GB FAT32 19.53 GB FAT3Z 119.53 GB 15.08 GB NTFS
Oniine | Healthey (System) Healthy {Boot) | | Healthy Healthy
B i
2792.88 GB
Oniine: i £ g
_ = - |
Zeo-rovo I
D¥D |EN_0S_2939.2 (G:) Help
3.20GB 53.20 GB UDF
Oniline: | Healthy

Format is done.

Z&pisk 0
Basic (C:) (D:) (E) (F:)

76.68 GB 19,53 GE FAT32 19.53 GE FAT3Z 19.53G6 15.08 B MTFS
Online Healthey {System) Healthy (Bootk) Healthy Healthey

EPpisk 1
Basic
Z792.867 GB
Cnline

Zcp-ROMD
VD

3,20 GB

COnline

EN_OS_2939.2 (G:)
3,20 GB UDF
Healthy

File Edit W¥iew Favorites Tools Help
DBk + ) - (¥ | P search Folders | & (3 X € | [+
Address | ¥ My Computer

Mame I Tvpe | Total Size | Free Space |
Hard Disk Drives

< Local Disk (C:) Laocal Disk 19.5GB 17.0 GB
% Local Disk (D:) Local Disk 19.5GB 16.2 GB
% Local Disk (E:) Local Disk

“aLocal Disk (F:) Local Disk 18.0 GB 16.4 GB

sMew Yolume (H:) Local Disk 27276 2.727TB

Devices with Re

Free Space: 2.72 TB
Total Size: 2,72 TB
3% Floppy (A1) A——— -

nEN_0S5_2939.2 (G} CD Drive 3.20 GB 0 bytes

The new disk is ready to go, available size = 2.72TB.

:.5\ . NOTE: If user setup 512B block size for UDV and the host/server OS is
% | 32bit, in the last step of formatting disk, user will find OS cannot format
= \ the area after 2048GB (2TB).
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ZDisk 0

Basic () (D) (E) (F:)

76,68 GB 19,53 B FATIZ 19,53 3B FATS2 19,53 GB 18,08 GB MTFS

Onling Healthy {System) Healthy (Boot) Healthy Healthy

ZPDisk 1

Easic New Yolume (H:) "
2792,99 GB 2048,00 GB NTFS 744,99 GB OS cannot format this area!
online Healthy Unallocated

=CD-ROM 0

DVD: EN_0S_2939.2 (G:)

3.20 GB 3,20 GB LDF

Online Healthy

Wrong setting result: OS cannot format area after 2048GB (2TB)!

System information

SB-2804-G1A3

SW version 1.0.0 Build 20071018
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