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Preface

About this manual

his manual provides information regarding the quick installation and hardware
features of the SATA 11-to-SATA 11 Internal RAID subsystem. This document
also describes how to use the storage management software. Information
contained in the manual has been reviewed for accuracy, but not for
product warranty because of the various environment/0S/settings. Information and
specifications will be changed without further notice.

This manual uses section numbering for every topics being discussed for easy and
convenient way of finding information in accordance with the user’s needs. The following
icons are being used for some details and information to be considered in going through
with this manual:

@A NOTES:
b, These are notes that contain useful information and tips
‘4 that the user must give attention to in going through
with the subsystem operation.

IMPORTANT!

These are the important information that the user must
remember.

WARNING!

These are the warnings that the user must follow to avoid
unnecessary errors and bodily injury during hardware and
software operation of the subsystem.

CAUTION:
These are the cautions that user must be aware to
prevent damage to the equipment and its components.

Copyright
No part of this publication may be reproduced, stored in a retrieval system, or

transmitted in any form or by any means, electronic, mechanical, photocopying,
recording or otherwise, without the prior written consent.

Trademarks

All products and trade names used in this document are trademarks or registered
trademarks of their respective holders.

Changes

The material in this document is for information only and is subject to change without
notice.
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Before You Begin

efore going through with this manual, you should read and focus on the
following safety guidelines. Notes about the subsystem’s controller
configuration and the product packaging and delivery are also included. To
provide reasonable protection against any harm on the part of the user and to
obtain maximum performance, user is advised to be aware of the following safety
guidelines particularly in handling hardware components:

Upon receiving of the product:

< Place the product in its proper location.
% It should be handled with care to avoid dropping that may cause damage to the
product. Always use the correct lifting procedures.

7
*

Upon installing of the product:

7
0

% Ambient temperature is very important for the installation site. It must not exceed
30°C. Due to seasonal climate changes; regulate the installation site temperature
making it not to exceed the allowed ambient temperature.

% Before plugging-in any power cords, cables and connectors, make sure that the

power switches are turned off. Disconnect first any power connection if the power

supply module is being removed from the enclosure.

Outlets must be accessible to the equipment.

All external connections should be made using shielded cables and as much as

possible should not be performed by bare hand. Using anti-static hand gloves is

recommended.

% In installing each component, secure all the mounting screws and locks. Make sure

that all screws are fully tightened. Follow correctly all the listed procedures in this

manual for reliable performance.

7
0

X3

%

5

%

Controller Configurations

This RAID subsystem supports single controller configuration.

Packaging, Shipment and Delivery

% Before removing the subsystem from the shipping carton, you should visually inspect
the physical condition of the shipping carton.

% Unpack and verify that the contents of the shipping carton are complete and in good
condition.

< Exterior damage to the shipping carton may indicate that the contents of the carton
are damaged.

% If any damage is found, do not remove the components; contact the dealer where

you purchased the subsystem for further instructions.
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Unpacking the Subsystem

The package contains the following items:

= Internal RAID subsystem unit

= One SATA cable

= |nstallation Reference Guide / CD
= Spare screws, etc.

EER
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Chapter 1 Introduction

The Internal RAID Subsystem

Unsurpassed Value
- Most cost-effective SATA II RAID subsystem.
- Compact Desktop size with stylish design.

Application Flexibility
- Extends useful life by adapting to future IT/SOHO requirements.

Easy Installation & Maintenance
- Provide a fast and easy way to install and manage the storage.

Low Power Consumption
- Cable-less backplane with integrated RAID processor. No more unnecessary components
inside.

Features

- SATA II (3GBps) host interface

- Over 2TB support

- Supports hot spare and automatic hot rebuild

- Local event notification

- Easy management via In-Band data bus

- Transparent data protection for all popular operating systems

RAID Management
- Real time drive activity and status indicators
- Graphical User Interface (GUI) management utility




1.1 Technical Specification

SATA 11-to-SATA Il Internal RAID Subsystem

Model

EP-B325-AA

Form Factor

Internal RAID Box

RAID Processor

Integrated Micro-processor

RAID Levels 0,1, 3,5, 10, CLONE, LARGE
Host Bus Interface SATA II
No. of Host Channel 1

Data Transfer Rate

Up to 3.0Gbps (SATA II)

Drive Bus Interface

SATA II (Up to 3Gbps)

Hot-swap Disk Trays

Five (5) 3.5-inch Disk trays

Cooling Fans 1

Failed Drive Indicators Yes
Failed Drive Auto Rebuild Yes
Environment Monitor Yes
Auto Spare Support Yes
Over 2TB Support Yes

Environmental Relative Humidity:
Operating Temperature:

10% ~ 85% Non-condensing
10°C ~ 40°C (50°F ~ 104°F)

Dimension

127(H) x 146(W) x 230(D)mm

Weight

2.05Kg (without disk)

Specification is subject to change without notice.
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1.2 Identifying Parts of the RAID Subsystem

The illustrations below identify the various parts of the subsystem.

1.2.1 Front View

Fan Fail LED
Over Temp LED

. @ @ i _=e—— Power On LED

Disk Tray

Tray Latch

HDD Status Indicator

Slot 2

Slot 1

Slot 4

Slot 0

Slot 3




SATA 11-to-SATA Il Internal RAID Subsystem

1.2.1.1 Disk Drive Carrier

HDD Status Indicator

= -
- H"- —_— — _— —_ —_— — —_—
)
©  manmareazsen E HDD Access LED
HDD Fault LED
Part Function
HDD Access LED This LED will blink blue when the hard drive is busy or being
accessed.
HDD Fault LED Green LED means HDD is good.
Red LED indicates hard drive has failed.
No LED light means no hard drive in the slot.

1.2.1.2 LED Indicators

Part Function

Fan Fail LED LED is off means Fan is good.
Red LED means Fan has failed.

Over Temp LED LED is off means Temperature is normal.
Red LED means Temperature exceeded normal range.

Power On LED White LED means RAID subsystem is powered on.
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1.2.2 Rear View

SATA Port Power Socket

SATA Port

The RAID subsystem has one 3Gbps SATA port for connecting to host
system/server.

Fan

The fan provides proper ventilation for the RAID subsystem.

Power Socket

The RAID subsystem has two power sockets to plug in power connectors.

User Manual
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1.3 RAID Concepts

The basic idea of RAID (Redundant Array of Independent Disks) is to combine multiple
inexpensive disk drives into an array of disk drives to obtain performance, capacity and
reliability that exceeds that of a single large drive. The array of drives appears to the host
computer as a single logical drive.

The RAID subsystem provides data striping, mirroring, XOR calculation and data verification.
It supports RAID levels 0, 1, 3, 5, 10, LARGE and CLONE. All RAID levels’ capacity can
exceed 2 Terabytes. The RAID subsystem behaves as a full 48-bit addressing RAID drive
and is 100% ATA compliance.

From (PC) host controller, each logical device (RAID volume) controlled by the RAID system
acts just the same as single regular hard disk although a RAID system generally consists of
more than one hard disk drives. Therefore, no extra BIOS, driver or software is needed.

1.3.1 Definition of RAID Levels

Striping (RAID 0) for High Performance
RAID O

Striping or RAID 0 is the segmentation of logically sequential

~ : : | — data, such as a single file, so that segment can be assigned to

I, I

A AD multiple hard disks in a round-robin fashion and thus written
T T concurrently.
T Hﬁ‘ﬁ"# Advantage of RAID 0 is to achieve high performance by
T T accumulating each individual hard disk performance. However, if

" ~——— any one hard disk gets defective, information stored in this RAID
0 will become invalid.

The RAID subsystem will just make use of the same disk space
- ./ foreach hard disk under RAID 0 condition. For example, if a

Disk 0 Disk 1 RAID 0 consists of 5 different size hard disks, the total usable
space of this RAID 0 will be [capacity of smallest size hard disk] *
[the number of hard disks in this RAID 0].

RAI D 1 Mirror (RAID 1) for High Security

4 : r_" ™ Mirror or RAID1 is the replication of data onto separate hard disk

A1 A1 in real time to ensure continuous availability. In a RAID 1 system

——— [~ with two hard disks, the data in one hard disk will be exactly the

A2 A2
T \“"'FTS*"/ same as the data in the other hard disk.
Ik""'-—_---"""" \.""-—_-""!
\‘_E__j ‘-L._'E'_,.-f‘ The RAID subsystem will also make use of same size disk space in
each hard disk in RAID 1. That is, the RAID controller will write
data to the same disk space in each hard disk. When reading data,

Q the RAID controller will read data from a specified hard disk.

Disk 0 Disk 1
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Failure in a hard disk will cause the RAID controller to enter into degraded mode. The host

controller can still read/write data to the RAID without knowing any hard disk defect. Users

have to replace the hard disk then the RAID controller will enter in on-line rebuild mode
automatically.

Besides, if there is only partial defect in a hard disk, the RAID controller will read data from
the other healthy hard drive.

RAID 10
RAID O

RAID 1 RAID 1
AT ALY A2 NAZ
LAS L WAS A4 KA
NAS A NAS \AG 4 NAB
NAT A KA NAS 4 NAS

CLONE

— ey
gy @iy @ <
Bl g AT CA ] Al
She Tl RRfe KEAe At
A3 4 A A3 AN A 4 N AS
S R W
o S R \_,J
Disk 0 Disk1  Disk2 Disk 3

Stripe + Mirror (RAID 10) for High
Performance and High Security

RAID subsystem could be configured to
support Stripe and Mirror at the same time,
i.e. RAID 10. Take four hard drives in RAID
10 as an example. Hard drive 0 and hard
drive 1 could act as Mirror 1. Hard drive 2
and hard drive 3 act as Mirror 1 too. The
RAID controller then configures these two
Mirrors as Stripe.

At least two drives (either one in each
Mirror) can be allowed to fail without any
impact to RAID data access. If two drives
from the same Mirror are failed, the RAID
data is not accessible and becomes invalid.

CLONE

Clone’s action is similar to RAID 1.
However, all of the hard disks will be the
mirrors. For example, in a four hard drives
Clone environment, data in each hard
drive will be the same. This mode is useful
especially when users would like to copy
data from a hard drive to several hard
drives at the same time.

The number of allowed failed drives is the
total number of drives in the RAID minus
one.
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LARGE Concatenating (Large)

/_{_\ This mode is also named “Large”. In this mode, the
® s, @ RAID controller will concatenate all of the hard drives
AL LLAB4 L A92 ) into a single hard drive with larger capacity. For
a2 EEABS N | A93 | example, if three 500GB hard disks are connected to

u_‘_ﬁ_3____..» \ﬁ_ﬁé_ﬂ/ \-..‘f'ﬁ‘_l.—/ the RAID subsystem in Large Mode, user will get a

\‘&_—J \..__‘BE'_./ AQ5 single hard disk with capacity of 1,500GB.

: x._@_../ \__,./ If any one hard disk gets defective, information
N __A99 / stored in this LARGE RAID will become invalid.
(_A63

Disk 0 Disk 1 Disk 2
RA|D 3 Parity Protection (RAID 3 and RAID 5)
$ ,,:_b\ ® ® The XOR engine i;l thE RAID controlle;
generates parity block. In RAID 3 mode, parity

Al A2 A3 -

B e B ﬁ block will be stored in the same hard disk drive.
E E E Bris In RAID 5 mode, parity block will be spread

B4 | | .B5 | |[_B6 ]| |Bowe | OVEr all of the different hard drives.

The RAID controller will also make use of the
same size disk space in each hard disk under
RAID 3 / RAID 5 condition.

Failure in a hard disk will cause the RAID
controller to enter into degraded mode. Host
controller still could rear/write data thru the
RAID normally without knowing any defects.
L C1 Cr L C2 | L _GC38 | wUsers have to replace the defective hard disk.

E D2 | D3 J The RAID controller will then enter into online-
auto-rebuild mode automatically.

0

Y

Y
D |

woo R L R
Disk 0 Disk 1 Disk 2 Disk 3
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1.3.2 RAID Levels Summary

No. of
RAID Allowed Description Min. # of
Level Failed p Drives
Drives
Block striping is provided and yields higher
0] None performance than with individual drives. There 2
is no redundancy.
Drives are paired and mirrored. All data is
100% duplicated on an equivalent drive. Fully
1 (10) 13 redundant. RAID 1 if use 2 drives; RAID 10 if 2
use 4 drives.
Large is similar to RAID 0 in that it
concatenates the capacity of all member drives.
The data is written linearly starting with the
LARGE None first disk drive. When first disk drive becomes 1
full, the next disk drive is used. Large can have
2 or more disk drives. There is no data
redundancy.
No. of Clone provides multiple copies of data in a disk
CLONE drives drive. Clone can have 2 or more disk drives. 2
minus 1
3 1 Data is striped across several physical drives. 3
Parity protection is used for data redundancy.
5 1 Data is striped across several physical drives. 3
Parity protection is used for data redundancy.
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Chapter 2 Getting Started

This section describes the physical locations of the hard drives supported by the
subsystem and give instructions on installing a hard drive. The subsystem supports hot-
swapping allowing you to install or replace a hard drive while the subsystem is running.

This also discusses on how to power-on the subsystem in preparation for operation.

2.1 Installing Hard Drives

a. Push the tray latch to release a disk tray. Then pull out an empty disk tray.

Fan Fail LED
J Over Temp LED

— Disk Tray

— Tray Latch

HDD Status Indicator

c. Place the hard drive in the disk tray. Make sure the holes of the disk tray align with
the holes of the hard drive.

User Manual
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d. Install the mounting screws on the bottom part to secure the drive in the disk tray.

e. Slide the tray into a slot until it reaches a full stop.

f. Press the lever in until you hear the latch click into place.

User Manual



SATA 11-to-SATA Il Internal RAID Subsystem

2.2 Preparing the RAID Subsystem

Here are the steps to prepare the RAID subsystem for use.

1. Shutdown the host system.

2. Install the Internal RAID Box into the host system and secure it by using screws
on the sides.

3. Connect the SATA cable from RAID subsystem to the SATA port on the host
system.

4. Connect two 4-pin power connectors to the two power sockets.

5. Power on the host system.
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Chapter 3 Configuration Utility

The subsystem has a setup configuration utility containing important information about
the configuration as well as settings for various optional functions in the subsystem.
This chapter explains how to use and make changes to the setup utility.

Configuration Method

The RAID subsystem can be configured using the Application Program provided with the
subsystem. There are three versions: Microsoft Windows version, Linux version, and Mac
OS version.

IMPORTANT: The RAID subsystem must be connected to the Host
system in order to configure the RAID subsystem. If the RAID
subsystem is not connected to the Host system, the Application
Program will show “No disks or RAID!”

@ NOTE: At least disk drive must be inserted in the RAID subsystem. If
there is no disk drive in the RAID subsystem, the Application Program
will show “No disks or RAID!”

f

No disks or RAID!

Basic Mode

B
2

COPYRIGHT(C) ALL RIGHTS RESERVED.

Advanced Mode

User Manual



SATA 11-to-SATA Il Internal RAID Subsystem |

IMPORTANT: When hard disks are inserted in the disk slots, the first
hard disk is assigned “Port 0”. Port O is the (in-band) channel that
will be used by mini-EPICa AP to manage the RAID controller. Other
hard disks will be assigned Portl, Port 2, etc. If the first hard disk
assigned as Port O is removed, the AP cannot access and manage the
RAID controller. When a RAID Set is already created, the first hard
disk that was inserted and assigned Port O (whether or not it is part
of the RAID Set) can then be removed and the AP can still manage the
RAID controller.

User Manual
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3.1 Installing the AP in Microsoft Windows

1. To install mini-EPICa AP for Windows OS, copy the installation files to a local
directory and open the setup.exe program.

& C:Documents and Settings' AdministratorDesktop’windows AP 0.09.29

File Edit ‘“iew Favoribes Tools Help

(JEack » 63 ~ [P | ) Zearch [ Folders | & @ X g | [T-

Address Iﬁ C:\Documents and SettingstAdministrator Deskboplwindows AP 0.09,29

Mame = | Size | Tvpe I Drate Modified I Attribu
h.ﬂ.ppllcatlon File Folder 2/23)2009 5:38 FM
'_Esetup.exe 904 KB  Application 1222009 12:13 FM A
BSEtUD.ini 1 KB (Configuration Settings  1/21/2009 .52 PM 8
@SetupCHS.dll 44 KB  Application Extension 10142008 4:29 PM A
E[SetupCHT.dlI 44 KE Application Extension  9/4/2003 12:17 AM A
iLS-E}5n3t|.||:uEr'dLI.cIII 44 KE  Application Extension 942008 12:15 AM 8
&'}SBtupJPN.dII 44 KB Application Extension  10/14/2008 8:36 PM &

2. Click Install to begin the installation. The setup wizard will start installing.

Proware miniEPICa - Installation Wizard X

The wizard is ready to begin installation.

Click Install to begin the installation. Click Cancelto exit the
wizard.
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3. Click Finish to exit the wizard. The application will be launched immediately.

The mini-EPICa Application Program main screen will be displayed.

£l Basic Mode

Aduvanced Mode

Proware miniEPICa - Installation Wizard

The Installation Wizard has successfully installed the driver.

Click Finish to exit the wizard.

Ed Launch the application right now

1 WDC WDSO00BE!
1 ST9250315A5
1 ST9250315A5
1 5T9250315A5

WDC WDSO00BEYT-00A03TO
WDC WDSOO0BEYT-222AT0
5T925031545
ST9250315A5
ST9250315A5

65,75 GB
465,75 GB
232,53 GB
232,60 Gb
232,53 GB

Unreleased
465,75 GB

Unreleased
465,75 GB

Unreleased
232,58 GB

Unreleased
232,58 GB

Unreleased
232,58 GB

GHTS R

ALL RIC
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3.2 Starting the AP in Linux

To configure the RAID subsystem when connected to Linux system, go to the directory
where the Application Program is saved and open the Application Program.

Fle Edit View Places Help

i

center.gif Company.bmp miniEPICaRaidSetn
P

[—
RaidAPTitle.bmp Raidlogo.png speed_left.gif

speed_right.gif

3 Linux ~ | "miniEPICaRaidSetup" selected (9.6 MB)

This example is from Fedora Core 9.

Another way is to open terminal window, then at the command prompt type
“./miniEPI1CaRaidSetup”.

After running the Application Program, the mini-EPICa main screen will be displayed.

Controller 1 Mo, Raid Name Raid Level Capacity

|
Configure RAID To RAID

) RaID 0
RAID L

Basic Mode

Unreleased
O LARGE 465.75 GB

) RAID 3

Unreleased
O aocne . 465,75 6B

O RAIDS
Unreleased

O RAID 10 232,58 GB
DELETE ALL RAID

GHTE®) ALL RIGHTS RESERVED

Unreleased
232.58 GB

Support Password

Advanced Mode

232.88 GB

ooy I concel
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3.3 Starting the AP in Mac OS

To configure the RAID subsystem when connected to Mac OS X Server, go to the
directory where the Application Program is saved and open the Application Program.

®0o0 [IMAC =

oD mlm] (o] (%] Q
DEVICES ™
-} Server HD | | l

) Server HD1
|| Server HD_2 | center.gif Company.bmp

& iDisk

__ NONAME & |!
SHARED |

Al RaidAPTitle.bmp Raidlogo.png speed_left.gif

A

miniEPICaRaidSetur -

PLACES

@ root —
7&‘ Applications

SEARCH FOR | speed_right.gif M.cfg

L) Today

L) Yesterday
|1 Past Week
(& All Images

1 of 8 selected, 420.6 MB available iy
This example is from Mac OS X Server version 10.5.4.

After running the Application Program, the mini-EPICa main screen will be displayed.

fl
/

Controller 1 Mo, Raid MName Raid Level Capacity

|
Configure RAID o RAID

O RAID 0
RAID 1

Basic Mode

Unreleased
O LaRGE 465.75 GB

RIGHTS RESERVED.

) RAID 3

B
B

Unreleased
O cLone 455,75 GB

) RAID S
Unreleased
© RaID 10 232.66 GB
DELETE ALL RAID

Unreleased

Support Password 232.88 GB

232,58 GB

L aoply I concel

Advanced Mode
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3.4 Mini-EPICa Management GUI

The mini-EPICa management GUI contains the following menu options:

Basic Mode:

a RAID and Disk Information

Provides information about RAID
and disk drives.

This also have Advanced
information which shows System
Information such as
temperature, fan speed and
voltage levels.

This can also display SMART
information of disk drives after
RAID is created.

Event Log Viewer

Shows the RAID controller event
log.

Basic Raid Configuration

Provides function for creating
basic RAID configuration. This
function will use all available disk
drives.

Advanced Mode:

m Email Notification and Event
!’ Settings

This function provides option to
configure email for sending event
notifications when events
happen.

Advanced Raid Configuration

This function provides option to
customize RAID configuration
and select disk drive members.

Firmware Information

Shows information about current
firmware and provides function
to upgrade the firmware version.

RAID Settings

Provides settings such as RAID
Stand-by Timer and RAID
Rebuild Priority.
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3.4.1 Other Buttons of the mini-EPICa Management GUI

Minimize Window button - Used to minimize the mini-EPICa GUI into taskbar.

;"I

[Minimize window

@ Disk Information [Disk1]

Model Hame WO WDSOO0BEYT-00ADETO
# WDC WDSO00BEY | o Mumnber WO-WHFOASIP1471
| SRS Firmare \ersian 01,01401
{ST9ZS031SA5 | | Copacir 465,75 GE
i ST9ZS0315A5 Unteleased Caparity 465,75 GB [ 100% )

D DiskiUnreleased) - 465.75 GB

Close Windows button - Used to close the mini-EPICa GUI.

]
]

M Basic Mode

Aduvanced Mode

X

o Disk Information [Disk1]
Model Name WO WDSDO0BENT-00A03TD
Serial Number WO-WHFOASIP1471
P2 STO9250315A5 | gy ave Version ot a1A01
= P3:STOZ0315AS | | conor T €
= P4 : STIZ50315A5 Unreleased Capacity  465.75 GB ( 100% )

® -

DD\sk(Unreleased) - 465,75 GB

HT(©) ALL RIGHTS RESERVED.,

1G

RIGHTS RESERVED.

_4

Note that the AP is still running in the background. To exit the AP, right-click the
mini-EPICa icon in the task bar then select Quit from the pop-up menu.

F) about Proware miniEPICa
Open window

31 Close windaly

©) Quit
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About button — Used to display the current mini-EPICa AP version.

About XRaidManager .

o Disk Information [Disk1]
Model Hame WOC WDSOODBEWT-00ADTO
Serial Humber WO-WKFOASIP1471
FSTOZSOBISAS | g v version 0101401
15TH2SO3ISAS | capacity 455,75 GB
i ST925031545 Unreleased Capacity 465,75 GB ( 100% )

O [ pisk{unreleased) - 465,75 GB
>

WDC WDSO00BE

Basic Mode
SERVED.

RAIGHTS RE

8
ALL

@
=
[=}
x
=
o
g
=
m
=
=
=

About

Version 0.09.54 q 5 o
Capyright (C) All rights © Disk Information [Disk1]

reserved. WD WDSI00BEYT-00ADSTO
WD-WHFDASIP1471
0101401
465,75 GB
465,75 GB ( 100% )

ERVED

Basic Mode

[ viskiUnreleased) - 465.75 G&

ih
=
»
el
T
]
o
4
]
=

Advanced Mode

26 User Manual



SATA 11-to-SATA Il Internal RAID Subsystem

Turn Off the Buzzer — Use this to silence the alarm buzzer.

Turn off the buzzeﬂ

0 Disk Information [Disk1]

Model Name WD WDSO00BEY T-00A03T0
Serial Mumber WD-WHFOASIP1471

: 51925031545 Fitrnwate Version 01.01A01

LST9ZS0315A5 | | anocipy 465.75 GB

: 571925031545 Unreleased Capacity 465,75 GE { 100% )

WDC WDS000BEY

ERVED.

S

Basic Mode

AIGHTS RE

[ piskiUnreleased) - 4€5,75 GE

) ALL

Aduanced Mode
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Chapter 4 RAID Management

This chapter provides details about configurations and options available in the RAID
subsystem. There are two modes of operation: Basic Mode and Advanced Mode.

4.1 Basic Mode

Under Basic Mode, there are three menu options that can be selected: RAID and Disk
Information, Event Log, and Basic Raid Configuration.

4.1.1 RAID and Disk Information
RAID and Disk Information provides information about RAID and disk drives.

@ controller Information [0]

WDC WDSDDOBEVT-00AD3TO 465.75 GB
: WDC WDSOO0BEY |y ypnopeyT-2224T0 465.75 GB
| STEZEI315AS STRETEIEG 232,88 5B
| ST9ZS051545 | | ayasensione 232,85 GB
: ST9250315A5 ST925031545 232.68 GB 9, Advanced

'DC WDSOODBE!

Basic Mode

Unreleased
465,75 GB

E
E

tnreleased
465,75 GB

[
o
=
(=4
&
i
o
"
i
==
g
[==
o
=
=
©
F
.
(&)

Unreleased
232,88 GB

Unreleased
232,68 GB

Advanced Mode
I

Unreleased
232,88 GB

4

) Disk Information [Disk1]

Model Mame: WOC WOSO0DREVT-00A0ATO
# WDC WDSO00BEY | co\io) umber WD-WAFDRESP1471
§ST925031SA5 | gy ropare version oL.01401
STOZSMB15AS | | ool 465,75 GB
| ST925031545 Unreleased Capacity 465,75 GB { 100% )

Basic Mode

D DiskiUnreleased) - 465,75 GB

© ALL RIGHTS RESERVED

Advanced Mode

4

Disk Information: Disk drive is “Unused” or not a RAID member.
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 RAID Information

. RAID Level RAID 5
= MOWDEWDSIG | g,y Marmal
= M1 STSRS0RGA | Lo 698,53 GB

= M2 STR2S0315A | pyygoed Memberis) M0, M1, M2, M3
M3 2 WD WDSoC

= 50: 5T925031545

RIGHTS RESERVED

MO{Pa) Unreleased
232,84 GB 23285 GB

ML(PO}
232.84 GB

]
232,84 GB

M3(PO) Unreleased
232,84 B 232,88 5B

i) I I F

e I I I |

Advanced Mode

RAID Information: Disk Drives are RAID 5 member.

RAID Information:
RAID Level - Shows the RAID Level of the RAID
Status - Shows the current status of the RAID. Status can be:

Normal - No failed disk drive.

Degrade - One or more disk drives failed in a RAID Level with data
redundancy. The data is still accessible.

Broken — One or more disk drives failed in a RAID Level. The number of
allowable failed disk drives in the RAID Level has been
exceeded and data is not accessible.

Rebuilding (%) - The RAID is in rebuilding state. The completed rebuilding
percentage is shown.

Capacity - Shows the capacity of the RAID
Plugged Member(s) - Shows the disk drive slots which are member of the RAID

mini=—»=

RAID and Disk Information

Disk Information [Disk1]

. Mode| Name Hitachi HDP725050GLA3E0
. Zerial Number GEBS3LREDOIZTE

: iR . Firmware Wersion GM4OASOE

= M2 Hitachi HDP? . Capacity 465.72 GB

(= M3 Hitachi HDPY . Unused Capacity 0,00 GB (0%)

i = M4 Hitachi HDF3

Basic Mode [}

[IRraD 5 - 465.72 GB

Advanced Mode

Disk Information: Disk drive is a RAID member.
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P NOTE: In the left panel of the RAID and Disk Information, the status
of a hot spare disk will be shown as “S0” for first host spare, “S1” for
second hot spare, and so on.

Disk Information:
Model Name - Shows the disk drive model
Serial Number - Shows the disk drive serial number
Firmware Version - Shows the disk drive’s firmware version
Capacity - Shows the capacity of the disk drive
Unreleased Capacity — Shows the amount of unused or unreleased capacity in the disk
drive

. - (1)
Disk Information  Advanced

This will show SMART information of the selected disk drive if SMART function is supported
by the disk drive.

[ ]

NOTE: The SMART information will be shown only if a RAID is already
created.

Advanced Information

SMART Information [ST9250315A5]
Attribute Name alue Threshold

Raw Read Error Rate
Spin up Time

Start/Stop Count
Reallocated sectors Count
Seek Error Rate
Power-On Hours

Spin Retry Count

Controller 1: Controller Information % Advaaced
This will show the System Information screen contains hardware information about the
RAID subsystem such as temperature, fan speed and voltage levels.

Advanced Information
System Information

Controller 1

Temperature: 30 Celsius [Normal]
Fan Speed: 3308 RPM [Normal]

Yoltage {+3.3¥): 3.216%¥ [Normal]

Yoltage (+5¥): 5.016% [Normal]

Yoltage {(+12V¥): 11.856% [Normal]
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4.1.2 Event Log Viewer

The RAID controller event log can be viewed from this menu. It will show the Number of
Events, the Issued Module, Date, Type, and Message.

[Controller 1: 0]
SBays HAW RAIDS (6
[Controller 1: 0]
SBays HAW RATDS (0

. SBays HAW RAIDS (BOP3PQS9IBATSQHSFOWY) 2009/11/03 17:41:51 Info

2 SBays H/W RAIDS (004WKCOMEKTIIRQZ2TEE) 2009/11/04 10:39:10 Info

Basic Mode
L RIGHTS RESERVED.

El
E

Advanced Mode

Save To File

Event Log Buttons:

Save To File - This option allows the event logs to be saved as a log text file (.log). Enter
the filename you want for the log file and click “Save”.

[ . Save the event logs to a file Li_&y
OQ | 1L « AP » windows ~ | 43 ||| search ol
File name: -
Save as type: lLog file (*.log *.td) VI
¥ Browse Folders Save | I Cancel ‘

Clear - Selecting this option will clear the event log. When the dialog box shown below is
displayed, select “Yes” to delete all event logs.

r'- Event Log Viewer

'o' Pressing < Clear> button will result in all previous event logs being deleted
k permanently.
Do you want to continue it?

==

Yes l [ HNo
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4.1.3 Basic Raid Configuration

This menu provides function for creating basic RAID configuration. This function will use all
available disk drives in the RAID subsystem.

@\ NOTE: If you want to create a hot spare disk, use the Advanced Raid

Configuration function.

f

Controller 1 Mo, Raid Hame

Configure RAID

Mo RAID!

[@N:T50]
RAID 1

Unreleased
O LARGE 1 ) 465,75 GB

) RAID 3

Unreleased
O cLone ; 465,75 GB
O RAIDS

Unreleased

) RAID 10 737 58 GB
DELETE ALL RATD

Basic Mode

B
5

© ALL RIGHTS RESERVED

Linreleased

Support Passward 232,58 GB

232,88 GB

Advanced Mode

Basic Raid Configuration Options:
Configure RAID - Select the RAID Level from the list of options. The RAID Levels
that can be selected for the number of available disk drives are enabled.
When there is an existing RAID, the “"DELETE ALL RAID(s)” option is enabled.
Support Password - This option provides RAID security. When this option is
enabled and a password is entered in the corresponding box, deleting the
RAID will require the password to be entered. Using a wrong password will
not allow the RAID to be deleted. The password can be up to 8 characters.
Basic Raid Configuration Buttons:

Apply - Save the configuration and create the RAID.

Cancel - Undo the current operation.

NOTE: The RAID subsystem supports up to two RAIDs.
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To create a RAID using Basic Raid Configuration:

1. In the Configure RAID option, select the RAID Level you want for the RAID. Click
“Apply” to save the RAID configuration.

Controller 1 Mo, Raid Mame el | Caparity

- Hew bolume RAIDS 931.38GB DI, D2, D3, D4,D5

O RAIDD

RAID 1
Unrelzased
O LargE 232,38 68

Basic Mode

]
ALL RIGHTS RESERVED.

) RAID 3
Unrelzased
O cLone 232 88 6B
(%) RAIDS

() RAID 10
DELETE ALL RAID

[ Support Passward

I

Advanced Mode

[_apply [ cancel

4

2. When a dialog box is displayed, select “Yes” to confirm creating RAID.

|. Basic RAID Cenfiguration X

deleted and the data will be lost.
Do you want to continue it?

|'ﬁ'l Specifying a basic RAID configuration will result in all previous volumes being

| Yes ‘ [ Mo

e — — F

3. A progress bar will be shown.

Information Message

Doing RAID Configuration need

some time. Please wait...
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4. An information message will be displayed. Click "OK".

Information

Information Message

[Controller 1: 0]

5Bays HfW RAIDS
{60P3PQ89IBATSQHSFOWI) is
created.

E——

5. The RAID is created successfully. The RAID will be available to the Host/Server
immediately and a new disk device will be detected.

Basic RAID Configuration

Controller 1

Configure RAID

f

Raid Name L& ity

SBays H/W RAIDS RAIDS 931.38GB D1, D2, D3, D4, DS

RAID O

Unreleased
232.88 GB

: MO{PO)
LARGE ] 232,64 GB

RAID 3 |

RAID 1 |

M1{PO)
CLOKE 232,84 GB

RAID S

Unreleased
23285 GE

LL RIGHTS RESERVED.

Mz(Po)

RAID 10 232,84 GB

O DELETE ALL RAID

M3(PO)

Suppoirt Password 232,84 GB

1

M4(PO)
232,684 GB

_sooly | Cancel

6. Check the new disk drive in your Host/Server.

Example: Connection via SATA

El% System Tools 4 Computer
(3] Ewent Wiewer S g Uik drives
- Shared Folders g Proware Hiw RAIDS
El Performance Logs and Alert: “a ST3Z00144

Disk Management
E:'I--@ Services and Applications

- Display adapters

=) Floppy disk contrallers

- M Floppy disk drives

=) IDE ATAJATAPT contrallers

- Keyboards

1‘_, Mice and other pointing devices
[+ 8 Monitars

In Microsoft Windows under Device Mahager, the new disk drive
(Proware H/W RAIDS5) is displayed.
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NOTE:

If your RAID subsystem’s host interface is SATA, you can create up to
two RAIDs. If the SATA controller in your host system supports SATA
port multiplier, the two RAIDs will be detected. For example, Silicon
Image Sil3132 chip supports port multiplier.

Over 2TB RAID via SATA host interface is supported only in latest OS.
Please refer to 2TeraByte Limitation in the next chapter.
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4.2 Advanced Mode

4.2.1 Email Notification and Event Settings
This function provides option to configure email for sending event notifications when events
happen.

SMTP Server Hame:

SMTP Server Port:

Sender E-mail:

Sender Username:

Basic Mode

Sender Password:

L RIGHTS RESERVED

Recipient E-mail{s):

B
5

Select event({s) for notification:

[] & RAIDin broken mods

O 9 Rebuilding process Fails

[] & Datareadiwrite fails

Ay RAID in degrade mods

1 The temperature is abnarmal
The voltage is abnormal

The Fan speed is abnarmal

O
O
O
O

o
n

\ Advanced Mode

( Send Mail Test ) ( Load From Profile ) ( Save To Profile )

Email Notification Options:

SMTP Server Name - Enter the SMTP Server name or IP address

SMTP Server Port — Enter the SMTP Server port number; normally it is ‘25"

Sender E-mail - Enter the sender’s email address

Sender Username - Enter the sender’s username

Sender Password - Enter the sender’s password which is authenticated by the
specified mail server.

Recipient E-mail(s) — Enter one or more recipient email addresses. Multiple email
addresses are separated by ';’.

Select event(s) for notification - Tick the events which you want to be included
in the list of events for email notification. When selected events happen, the
email recipient(s) will receive the event notification.

Email Notification Buttons:

Send Mail Test - Use this send a mail to the specified recipient(s) for testing.
Load From Profile — Use this button to load mail settings from a profile.
Save To Profile - Use this button to save the mail settings to a profile.
Apply - Use this button to apply changes to the configuration.

Cancel - Undo any changes made.

v Check Mark — Select all events

X Cross Mark — Clear all events
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4.2.2 Advanced Raid Configuration

This function provides option to customize RAID configuration and select disk drive
members.

A NOTE: Advanced Raid Configuration will automatically set any
: unreleased disk(s) as hot spare disk(s). Any unreleased disk(s) can
— | still be used to create another RAID. The RAID subsystem supports up
to 2 RAIDs.

Controller 1

Configure RAID Mo RAID!
(3) Create RAID
) Delete RAID

Basic Mode

Urrelzased
Create RAID 465,75 GBE

O RAIDD Hnrelzased
) RAID 1 465,75 GB
) LARGE
() RAID 3
) CLOKE
) RAID S kg Unreleased
) RAD 10 ] 232,50 GB

g

Hrrelsased
232,85 6B

GHT(C) ALL RIGHTS RESERVED.

COPYRI

Support Password Unreleased

Z3Z2.880GB

\ Advanced Mode

_nooly QI Cancel

Advanced Raid Configuration Options:

Configure RAID - Select option whether to Create RAID or to Delete RAID. When
Create RAID is selected, the RAID Level options are displayed. When Delete
RAID is selected, the list of available RAIDs that can be deleted is displayed.

Create RAID - Select the RAID Level from the list of options, and select the disk
drives in the right pane. When the minimum number of disk drives for the
RAID Level has been selected, the Apply and Cancel buttons will become
active and can be used.

Delete RAID - Select the RAID from the list of RAIDs displayed, and click Apply to
delete the selected RAID.

Support Password - This option provides RAID security. When this option is
enabled and a password is entered in the corresponding box, deleting the
RAID will require the password to be entered. Using a wrong password will
not allow the RAID to be deleted. The password can be up to 8 characters.
Advanced Raid Configuration Buttons:

Apply - Save the configuration and create the RAID.

Cancel - Undo the current operation.
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To create a RAID using Advanced Raid Configuration:
1. In the Configure RAID option, select Create RAID.
2. Select the RAID Level you want for the RAID.

3. Select the disk drives you want to become member of the RAID.

Controller 1 Mo, Raid Level | Caparity

Corfigure RAID Hew Yolume RAIDS  695.53GB D2, D3, 04, D1

() Creake RAID
) Delete RAID

Create RAID .
O RAIDD
O Ran 232,58 GB

Basic Mode

O LARGE
() RAID 3
) CLONE
(&) RAIDS
) RAID 10

|:| Suppork Passward Unrelease

23288 GB

\ Advanced Mode

[_spply il cancel

4. If you want security for the RAID, enable Support Password and enter a password.

5. Click “"Apply” to save the RAID configuration. A dialog box will be displayed. Select
“Yes” to proceed.

. Advanced RAID Cenfiguration ["&"J

'Io' Specifying a RAID configuration will result in the volumes on the specified disks
being deleted and the data will be lost.
Do you want to continue it?

6. A progress box will be displayed.

Information Message

Doing RAID Configuration need

some time. Please wait...
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7. An information message will be displayed. Click "OK".

Information

Information Message

[Controller 1: 0]

S5Bays H/W RAIDS

{004 WKCOMGKYQIRQZ2276B) is
created.

S

8. The RAID is created successfully. The RAID will be available to the Host/Server
immediately and a new disk device will be detected.

Controller 1

Configure RAID RAIDS  £98.53 GB Dz, D3, D4, D1

(3) Create RAID
() Delete RAID |

Unreleased
23288 GB

Basic Mode

M3(PO}
Create RAID 232.84 GB

LL RIGHTS RESERVED.

RAID 0 MO(PO) | Unreleased
RAID 1 232.84 GB 23288 GB
O LARGE
RAID 3
CLONE

RAID 5 Mz(PO)
B 232,84 GB

1P
232,64 GB

Suppork Password Unreleased

232,88 B

\ Aduvanced Mode

oo J covcer

NOTE: Any unreleased disk(s) will automatically become hot spare
disk(s). The status of a hot spare disk will be shown as “S0” for first
=4 host spare, “S1” for second hot spare, and so on. Hot spare disk

status can be viewed using RAID and Disk Information.
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9. Check the new disk drive in your Host/Server.

Example: Connection via SATA

L—‘_l% Systern Tools
EI@ Event Yiewer
Elg Shared Folders

Disk Management
Eﬂ--@ Services and Applications

- Computer
(R [icl: crivves
. e Proware Hf'W RAIDS

Lage ST3200144
F§ Display adaphers
=} Floppy disk controllers
_ﬂ Floppy disk drives
=) IDE ATASATAPT controllers
i Kevboards
-1y Mice and other pointing devices
- B Monitors

In Microsoft Windows unde:r Device Mahager, the new disk drive
(Proware H/W RAIDS) is displayed.

NOTE:

.ﬁ\\£

o If your RAID subsystem’s host interface is SATA, you can create up to
two RAIDs. If the SATA controller in your host system supports SATA
port multiplier, the two RAIDs will be detected. For example, Silicon
Image Sil3132 chip supports port multiplier.

Over 2TB RAID via SATA host interface is supported only in latest OS.
Please refer to 2TeraByte Limitation in the next chapter.
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4.2.3 Firmware Information

Shows information about current firmware and provides function to upgrade the firmware
version.

Controller 1: Firmware Information
. Product Name 5 Bays RAID

. Firmware ¥ersion v0.955 [6/11]

Basic Mode

. Manufacturer

. Flash Number

Select Firmware: |[ Browse ]

Update

a
o
=
(==
o
o
o
«
i
I
(U]
=
—
3
-
©
F

I
(]

RI

Aduvanced Mode

\

Firmware Information - shows the Product Name, Firmware version, Manufacturer, and
Flash Number.

Firmware Upgrade Buttons:
Browse - Use this button to browse and select the firmware file. After selecting the

firmware file, the Select Firmware box will show the selected firmware file.
Update - Use this button to upgrade the selected firmware file.
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To upgrade firmware:
1. Select "Browse” and locate the firmware file.

2. Select "Update” to proceed with firmware upgrade.

Controller 1: Firmware Information
. Product Name 5 Bays RAID

. Firmware Yersion ¥0.955 [6/11]

Basic Mode

. Manufacturer

. Flash Number

Select Firmware: fre-workminiEpicz Firmnare/PRO5 110_1031 _test2em | [ Browse )

]
o
=
(=4
1l
p
=
©
iz
I
T,
=
o
S
=X
@
F

\ Advanced Mode

3. The firmware will be upgraded. Click “OK".

BT =

'0' Update the firmware successfully! Please reboot the system to take effect!

o)

. Firmware Update

4. To reboot the RAID subsystem, uninstall the disk drive from the host system then
power cycle the RAID subsystem. The new firmware will be loaded in the RAID
controller.
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4.2.4 RAID Settings

The RAID Settings provides options such as RAID Stand-by Timer and RAID Rebuild Priority.

Controller 1 : 5Bays H/W RAIDS (POD)

RAID Stand-by Timer Settings

Please enter a value between 0 and 10922 (minutes }:

Basic Mode

0 minute(s)

g

RAID Rebuild Priority Settings

Please select a value from the slider:

HT(® ALL RIGHTS RESERVED

RIG

\ Advanced Mode

RAID Stand-by Timer Settings — Use this option to select time option, in minutes, before
the RAID comes into stand-by mode. When there is no host access to the RAID, after
the preset time (minutes), the RAID will be in standby mode.

RAID Rebuild Priority Settings — Use this option to set the RAID Rebuild Priority, which is
the amount of system resource allotted to rebuilding process. Low priority means
rebuilding process will take less system resource and more time to complete; and
High priority means rebuilding process will be completed faster but access to RAID
will be slower.

Apply - Save the settings made.

Cancel - Undo the changes made.
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Chapter 5 Additional Information

5.1 Support for Over 2TeraBytes

Please take note of the following 2TB Limitations of the RAID controller when using different
SATA controllers.

Note that most OS does not support installing the OS on disk/volume over 2TB. For OS
installation, the RAID Set must not be over 2TB. For data use, the RAID Set can be over
2TB.

(O SATA controller

Intel Silicon Image JMicron

SIL3512 | SIL3132 SIL3124 JMB363

ICHSR | ICH7R 1\ ESB2 | “pcry | (Pc1-E) | (PCI-X) | (PCI-E)

MS Windows

Windows XP
Professional FAIL FAIL FAIL FAIL FAIL FAIL FAIL
SP2 32bit

Windows XP
Professional FAIL FAIL FAIL OK OK OK OK
SP1 64bit

Windows
Server 2003
R2 Enterprise
SP2 32bit

FAIL FAIL FAIL OK OK OK OK

Windows
Storage
Server 2003
R2 SP2

FAIL FAIL FAIL OK OK OK OK

Windows
Vista Ultimate NA OK OK OK OK OK OK
32bit

Windows
Vista Ultimate NA OK OK OK OK OK OK
64bit

Windows
2008
Enterprise
32bit

NA OK OK OK OK OK OK

Windows
2008
Enterprise
64bit

NA OK OK OK OK OK OK
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Mac OS

Mac X Server
10.5.4

NA

OK

NA

NA

Linux

Fedora 8
(Linux
2.6.23.1-42)
32bit

NA

OK

OK

NA

OK

NA

NA

SUSE 10.3
(Linux
2.6.22.5-31)
64bit

NA

NA

OK

NA

OK

NA

NA

Ubuntu 8.10
(Linux
2.6.27-7)
64bit

NA

OK

OK

NA

OK

NA

NA

Legend:

OK - Support Over 2TB
FAIL - Does not support over 2TB

NA - No Testing Done

X - Intel controller is not available
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