











5.5.14 Restart Controller

SAS to SATA Il RAID Subsystem

Use this function to restart the RAID Controller. This is normally done after upgrading the
controller’s firmware.
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Hdd Power Management
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alert By Mail Configuration
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Shutdown Controller
Restart Controller
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| SAS to SATA I RAID Subsystem
5.6 Information Menu

5.6.1 RAID Set Hierarchy

Use this feature to view the RAID subsystem’s existing Raid Set(s), Volume Set(s) and
disk drive(s) configuration and information. Select the RAID Set Hierarchy link from the
Information menu to display the Raid Set Hierarchy screen.

|open all|close all|

7

| Raidset Hierarchy |

'i Raid System Console i
-] iQuick Funciion | RAID Set Devices Volume Set(Port/Lun) Volume State | Capacity |

1;1 RAID Set Functions Raid Set = 000 E=1Slot=1 Volume---VOL=000(0/0) Normal |2199.0GB
B Volume Set Functions F | |

. ; : Ez1Slotz2

{3 Physical Drives i i
EH{] System Controls Exliare N
B3 Information E#1Slot#4
-0} RAID Set Hierarchy E#1Glot#5
#{) System Information E#1Slot#6
“[) Hardware Monitor E#1Slot£7
E#1Slot#8

| Device Usage | Capacity I Model

Slot=1(0:3) Raid Set = 000 500.1GB STO500325A5

Slot#2(0:1) |Raid Set # 000 :320.1GE S5T9320423A5

Slot#3(0:0) Raid Set = 000 {320.1GB ST9320423A5

‘S|0t=4-’0:2'l Raid Set.= 000 320.1GB S5TO320423A5

Slot#5{0:7) Raid Set # 000 .SDD.IGE ST9500325A5

‘S|0t=6fU:4'l Raid Set = 000 500.1GB WDC WDES000BEVT-00A02TO
:S|0t=7-’D: 5) |[Raid Set = 000 .EDD.lGE WDC WDS000BEVT-00A03TO
Slot=8(0:6) Raid Set # 000 .500.1GE ST9500325A5

To view the Raid Set information, click the Raid Set # link from the Raid Set Hierarchy
screen. The Raid Set Information screen appears.

s Raid Set Information

Raid Set Name Raid Set # 000
Member Disks -

Total Raw Capacity 1280.0GB

Free Raw Capacity 0.0GB

Min Member Disk Size 320.0GB

Raid Set Power State Operating

Raid Set State Mormal
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To view the disk drive information, click the E# Slot# link from the Raid Set Hierarchy
screen. The Device Information screen appears. This screen shows various
information such as disk drive model name, serial number, firmware revision,
disk capacity, timeout count, media error count, and SMART information.

| = Device Information

Device Type SATA(5001B4D018F06013)
| Device Location Enclosure#1 Slot=1

| Model Name ST9500325AS

| Serial Mumber SVEZ2SER4

: Firmware Rev. 0001sDM1

Disk Capacity 500.1GB

| Current SATA Mode SATA3Z00+NCQ(Depth32)
'Supported SATA Mode SATA3Z00+NCQ(Depth32)
|Error Recowvery Control (Read/Write) Disabled/Disabled

[Disk APM Support Yes

:De‘.-'ice State Normal

Timeout Count 0

{Media Error Count 0

'Dex-'ice Temperature 34 oC

|SMART Read Error Rate 103(6)

|SMaRT Spinup Time 99(0)

|SMART Reallocation Count 100(36)

SMART Seek Error Rate 88(20)

| SMART Spinup Retries 100(97)

| SMART Calibration Retries NLA(NLAL)

'The SMART Attribute(Threshold) Is A Normalized Value, The Value Is The Larger The Better.
If The Attribute Vahie Is Smaller Than The Threshold Value, The Disk Is In Unstable State.

To view the Volume Set information, click the Volume---VOL# link from the Raid Set
Hierarchy screen. The Volume Set Information screen appears.

| m Volume Set Information

Volume Set Name Volume---VOL2000
:Raiu:l Set Name Raid Set # 000
|Volume Capacity 960.0GB

|SAS Port/Lun 0/0

|Raid Level Raid 5

.Stripe Size 64kKBytes
|Block Size 512Bytes
IMember Disks -

.Cache Mode Write Back
:Tagged Queuing Enabled
[Volume State Mormal

:Time To Volume Check 0:23:59:56
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| SAS to SATA I RAID Subsystem

5.6.2 System Information

To view the RAID subsystem’s controller information, click the System Information link
from the Information menu. The Raid Subsystem Information screen appears.

|open all|close all|

¥ Raid S tean Conssie | » Raid Subsystem Information

-] Quick Function
-] RAID Set Functions

B+ Physical Drives
-] System Controls
Elﬁ Information

=~

27 Volume Set Functions

) Hardware Monitor

ICGntroIIer Name

I Firmware Version
iElOOT ROM Version
MPT Firmware Version
iSAS Firmware Version
| Serial Number

|Unit Serial #

| Main Processor

ICPU ICache Size

|cPu DCache size
iCPU SCache Size

| System Memory
iCurrent IP Address

| SAS Address

IHost Port0 Link Status
iHost Portl Link Status

V1.49 2011-01-26
V1.49 2011-01-26
0.17.96.18

4T3
A10STFBCPRG00D0D0DZ

800MHz I0P348 C1
32KBytes
32KBytes/Write Back
512KBytes/Write Back
512MB/533MHz/ECC
192.168.15.140
5001B4D0O18FOGEOO
Not Linked

Not Linked
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5.6.3 Hardware Monitor

SAS to SATA Il RAID Subsystem

To view the RAID subsystem’s hardware information, click the Hardware Monitor link
from the Information menu. The Hardware Monitor Information screen appears.

lopen all|close all|
¥ Raid System Console [ Stop Auto Refresh
"Cl Quick Function » Controller H/W Monitor
'_1 Keoet FL|ncti0r'!s CPU Temperature 58 °oC
H-{] Wolume Set Functions
J Physical Drives Controller Temp. 37 OC
-] System Controls 12v 12.220 ¥
B3 Information 5V 5.026 V
~{) RAID Set Hierarchy 3.3V 3.328 V
Qs DDR-II +1.8V 1.856 V
-0 PCI-E +1.8V 1.856 V
CPU +1.8V 1.856 W
CPU +1.2V 1.232 V
DDR-II +0.9V 0.928 v
Battery Status Mot Installed
s Enclosure#1 : SATA RAID Subsystem V1.0
Fan#1 2311 RPM
Fan=2 2360 RPM
Fan#3 2343 RPM
Fan#4 2311 RPM
Power#1 oK
Powerz2 oK
"’\ NOTE: To disable auto refresh of GUI, tick the “Stop Auto Refresh”

option.

The Hardware Monitor Information provides information about controller and enclosures 1
such as the temperature, fan speed, power supply status and voltage levels. All items are
also unchangeable. When the threshold values are surpassed, warning messages will be
indicated through the LCD, LED and alarm buzzer.

Item Warning Condition

CPU Temperature > 90 Celsius

Controller Board Temperature > 70 Celsius

HDD Temperature > 65 Celsius

Fan Speed < 1500 RPM

Power Supply +12V < 10.5V or = 13.5V

Power Supply +5V < 4.7V or > 5.4V

Power Supply +3.3V < 3.0V or = 3.6V
DDR Supply Voltage +2.5V
CPU Core Voltage +1.3V

DDR Termination Power +1.25V

< 2.25V or = 2.75V

< 1.17V or = 1.43V

< 1.125V or = 1.375V
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Chapter 6 Maintenance

6.1 Upgrading the RAID Controller’'s Cache Memory

The RAID controller is equipped with one DDRII SDRAM socket. By default, the RAID
controller comes with at least 512MB of memory that is expandable to a maximum of 4GB.
The expansion memory module can be purchased from your dealer.

Memory Type: 1.8V PC5300/4200 DDR2 SDRAM 240pin ECC.
Memory Size: Supports 240pin DDR2 of 512MB, 1GB, 2GB, or 4GB.

6.1.1 Replacing the Memory Module

1. Shutdown the RAID controller using the “"Shutdown Controller” function in
proRAID Manager GUI.

2. After RAID controller is shutdown, power off the switches of the 2 Power Supply
Fan Modules. Then disconnect the power cables.

3. Disconnect any Fibre cable from the controller module, and then remove the
Controller Module from the slot.

4. Remove the memory module from the RAM socket of the RAID controller by
pressing the ejector clips until the memory module pops out of the socket.

5. Align the new memory module into the socket. Make sure the notch is aligned
with the key on the socket itself. With the ejector clips in open position, press
down the memory module into the socket until it sinks into place. The ejector
clips will automatically close to lock the memory module.

6. Reinsert the Controller Module.

7. If the RAID subsystem has dual (redundant) RAID controllers, repeat Steps 3 to 6
to replace/upgrade the memory of the other Controller Module.

8. Reconnect the Fibre cable(s) to the Controller Module(s). Reconnect the power
cables and power on the 2 switches of the Power Supply Fan Modules.
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6.2 Upgrading the RAID Controller’s Firmware

Upgrading Firmware Using Flash Programming Utility

Since the RAID subsystem’s controller features flash firmware, it is not necessary to
change the hardware flash chip in order to upgrade the controller firmware. User can
simply re-program the old firmware through the RS-232 port. New releases of the
firmware are available in the form of binary file at vendor’s FTP. The file available at the
FTP site is usually a self-extracting file that contains the following:

XXXXVVV.BIN Firmware Binary (where “"XXXX” refers to the model name and
“VVV" refers to the firmware version)

README.TXT It contains the history information of the firmware change. Read this file
first before upgrading the firmware.

These files must be extracted from the compressed file and copied to one directory in the
host computer.

Establishing the Connection for the RS-232

The firmware can be downloaded to the RAID subsystem’s controller using an ANSI/VT-
100 compatible terminal emulation program or web browser-based RAID Manager
remote management page.

With terminal emulation program, you must complete the appropriate installation and
configuration procedure before proceeding with the firmware upgrade. Whichever
terminal emulation program is used must support the ZMODEM file transfer protocol.

Web browser-based RAID Manager can be used to update the firmware. A web browser
must have been setup before proceeding with the firmware upgrade.
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Upgrading Firmware Through ANSI/VT-100 Terminal Emulation

Get the new version firmware for your RAID subsystem controller. For Example, download
the bin file from your vendor’s web site into the local directory.

NOTE: When there is new boot ROM firmware that needs to be
upgraded, upgrade first the boot ROM firmware. Then repeat the
<, process (steps 1 to 9) to upgrade the firmware code after which a

RAID controller restart will be necessary.

1. From the Main Menu, scroll down to “Raid System Function”

2. Choose the “Update Firmware”. The Update The Raid Firmware dialog box

appears.
“#gRaid - HyperTerminal - =lof x|
File Edit Yiew Cal Iransfer Help
D= 58| s
E|
Model Name} RAID Controller
Main Menu
1
Qu
Sa Raid System Function
o
Ph| Mute The Alert Beeper
Alert B
Et Change Update The Raid FirmMare
Vi| JBOD/RA
Cl| RAID Re| Transfer File From Terminal
Ha| Maximum| Emulator By Zmodem Protocol
Sy Termina| << Five Ctrl-X To Abort >>
—
Restart Controller
(Connected 0:01:39 vT100 [115z008-n-1  [SCROLL [CAPS  [MUM [Capturs  [Print echo )
3. Go to the menu bar and click Transfer. Select Send File.
[enaa-oerremmar lnx
File Edit Wiew Call | Transfer Help
MEEEE = |
7 =
] (S:enD;TethFl\te‘.‘ Model Name} RAID Controller
Capture to Prinker
Hain Menu ‘
1
Qu
Sa Raid System Function
o
Ph| Mute The Alert Beeper
T Alert B
Et| Change Update The Raid FirmWare
Vi| JBOD/RA
Cl| RAID Re| Transfer File From Terminal
Ha| Maximum| Emulator By Zmodem Protocol
Sy Termina << Five Ctrl1-X To Abort >>

al Update |

Restart Controller

|Sends a file to the remate system

&

4. Select “ZMODEM modem” under Protocol to set ZMODEM as the file transfer protocol of
your terminal emulation software.
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5. Click Browse. Look in the location where the firmware file was saved. Select the

firmware file name "XXXXXXXX.BIN"” and click Open.

£ Raid - HyperTerminal
File Edit View Call Transfer Help

~=1olx]

0|=| 58| ol =

Hain Menu
u— R 20x]
sa Raid Systel ryger o
o Filename:
.EPh HLI‘;‘?{TEQ A B
Et| Change | Frotacol
Vi| JBOD/RA [zmosem 7|
Cl| RAID Re|
Ha| Maximum| | Send | Dose || Cancel |
Sy| Termina| - :
—
Restart Controller ‘

Model Name} RAID Controller

[Connected 0:03:21 [vr100 [i1sz008n1  [SCROWL [CAPS MM [Capturs  [Prink echo

&

6. Click Send to send the firmware binary file to the RAID controller.

¢ Raid - HyperTerminal
Fle Edi View Call Transfer Help

=10 x|

D|&| 53] ol =

: Zmodem file send for Raid
Main Menu
Sending  [C\GTEOFIRMBZ7.BIN
Qur————
Ra Raid § Lastevent [Sending Files: [T of 1
Vo———
Ph Mute T Staus  [Sending Retries: [0
Alert
Et Change
! Fil o 35k of 240K
vi| Jsoo/m e E
Gl RAID R g [000003  Remaining: [000007  Thioughput [T7846 ops
Ha| Maxinu
Sv| Termin
— | IERE cpsrbps
Restar

Model Name} RAID Controller

[Connected 0:04:26 ¥ 100 [tiszo0ent  [SCROLL [caps MM [Capture  [Frint echo

&
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7. When the firmware downloading is completed, the confirmation screen appears.
Select Yesto start programming the flash ROM.

& Raid - HyperTerminal = =100 x|
File Edit Wew Call Transfer Help
0|z (3] =ol=
E
Model Name} RAID Controller
Main Menu
1
Qu
55 Raid System Function
0
Ph| MWute The Alert Beeper
Alert Beeper Setting
Et Change Password Update The Firmware
Vi| JBOD/RAID Function
Cl| RAID Rebuild Priority
Ha| Maximum ATA Hode No
Sy | Terminal Port Confi
Restart Controller
[Connected 0:04:57 [vT100 [l15z00e-n-1 [SCROLL [TAPS  [WUM [Capture [Print echo y

8. When the Flash programming starts, a message will show “Start Updating Firmware.
Please Wait”.

*gRaid - HyperTerminal o [=] 3
Fle Edt View Call Transfer Help

02| 58| =lsH] =
Model Name} RAID Controller

Main Menu

1
Qu
56 Raid System Function
o

Ph| Mute The Rlert Beeper
HEE| Alert Beeper Setting

Et| Change Password

Vi| JBOD/RAID Function

C1| RAID Rebuild Priorit

Ha| Maximum
RO O | Start Updating Firmware, Please Wait
! Update F

ate
Restart Controller

Connected 0:05:55 [ur100 [lisz008n1  [SCROLL  [CAPS  [NM  [Capture  [Frint echo

AN

9. The firmware upgrade will take approximately thirty seconds to complete.
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& Raid - HyperTerminal 0 B[]

File Edit Wiew Call Transfer Help

10. After the firmware upgrade is complete, a message will show “Firmware Has Been
Updated Successfully”. Restarting the RAID controller is required for the new firmware
to take effect.

D[] 53] w0l

Model Name} RAID Controller

Hain Menu

1
Qu
sa Raid System Function
)

Ph| Mute The Alert Beeper
Alert Beeper Setting
Et Change Password

Vi| JBOD/RAID Function
RAID Rebuild Priorit

(Connected 0:06:22 7100 [i1s2008-n-1 [SCROLL[ZAPS [MUM  [Capbure  [Prik eche

£

¢ Raid - HyperTerminal = =10ix]

File Edt Wiew Call Transfer Help

D|=| 5|3| olE|

Model Name} RATD Controller

Hain Menu

1
Qu
sa Raid System Function
o

Ph| Mute The Alert Beeper
Alert Beeper Setting

Et Change Password
Yi| JBOD/RAID Function
C1| RAID Rebuild Priorit

(Connected 0:06:52 [vr100 [1152008-M1  [SCROLL  [CaPs  [WOM  [Captirs  [Print echo

N
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Upgrading Firmware Through Web Browser

Get the new version of firmware for your RAID subsystem controller.

. NOTE: When there is new boot ROM firmware that needs to be

) upgraded, upgrade first the boot ROM firmware. Then repeat the

< process (steps 1 to 3) to upgrade the firmware code after which a
RAID controller restart will be necessary.

1. To upgrade the RAID subsystem firmware, click the Upgrade Firmware link under
System Controls menu. The Upgrade The Raid System Firmware Or Boot Rom screen

appears.

2. Click Browse. Look in the location where the firmware file was saved. Select the
firmware file name "XXXXXXXX.BIN"” and click Open.

3. Select the Confirm The Operation option. Click the Submit button.

|lopen all|close all|

= Upgrade The Raid System Firmware Or Boot Rom ‘

j Raid System Console

{2 Quick Function Enter The BootRom Or Firmware File Name Browse...

{2 RAID Set Functions |

{0 Volume Set Functions

2] Physical Drives I~ confirm The Operation ‘

=] System Controls Submit ‘ Reset | ‘
i System Configuration |

Do

Hdd Power Management
EtherNet Configuration
Alert By Mail Configuration
SNMP Configuration

NTP Configuration

View Events/Mute Beeper
Generate Test Event
Clear Event Buffer
Modify yord

sh oller

Restart Controller
B-7 Information

oDooooDooooD

4. The Web Browser begins to download the firmware binary to the controller and start
to update the flash ROM.

5. After the firmware upgrade is complete, a message will show “Firmware Has Been
Updated Successfully”. Restarting the RAID controller is required for the new firmware
to take effect.




