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Preface

About this manual

This manual provides information regarding the hardware features, installation and
configuration of the 24 Bays RAID subsystem. This document also describes how
to use the storage management software. Information contained in the manual has
been reviewed for accuracy, but not for product warranty because of the various
environment/0S/settings. Information and specifications will be changed without
further notice.

This manual uses section numbering for every topic being discussed for easy and
convenient way of finding information in accordance with the user’s needs. The
following icons are being used for some details and information to be considered in
going through with this manual:

NOTES:

These are notes that contain useful information and tips
that the user must give attention to in going through with
the subsystem operation.

IMPORTANT!

These are the important information that the user must
remember.

WARNING!

These are the warnings that the user must follow to avoid
unnecessary errors and bodily injury during hardware and
software operation of the subsystem.

CAUTION:
These are the cautions that user must be aware of to
prevent damage to the subsystem and/or its components.

Copyright
No part of this publication may be reproduced, stored in a retrieval system, or

transmitted in any form or by any means, electronic, mechanical, photocopying,
recording or otherwise, without the prior written consent.

Trademarks

All products and trade names used in this document are trademarks or registered
trademarks of their respective owners.

Changes

The material in this document is for information only and is subject to change without

notice.
User Manual
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Before You Begin

Before going through with this manual, you should read and focus on the following
safety guidelines. Notes about the subsystem’s controller configuration and the
product packaging and delivery are also included here.

Safety Guidelines

To provide reasonable protection against any harm on the part of the user and to
obtain maximum performance, user is advised to be aware of the following safety
guidelines particularly in handling hardware components:

Upon receiving of the product:

X3

%

Place the product in its proper location.

Do not try to lift it by yourself alone. Two or more persons are needed to remove
or lift the product to its packaging. To avoid unnecessary dropping out, make
sure that somebody is around for immediate assistance.

% It should be handled with care to avoid dropping that may cause damage to the
product. Always use the correct lifting procedures.

5

%

Upon installing of the product:

» Ambient temperature is very important for the installation site. It must not
exceed 30°C. Due to seasonal climate changes; regulate the installation site
temperature making it not to exceed the allowed ambient temperature.

% Before plugging-in any power cords, cables and connectors, make sure that the

power switches are turned off. Disconnect first any power connection if the power

supply module is being removed from the enclosure.

Outlets must be accessible to the equipment.

All external connections should be made using shielded cables and as much as

possible should not be performed by bare hand. Using anti-static hand gloves is

recommended.

In installing each component, secure all the mounting screws and locks. Make

sure that all screws are fully tightened. Follow correctly all the listed procedures

in this manual for reliable performance.

5

A

2o

%

7
*

Controller Configurations

This RAID subsystem supports both single controller and dual controller
configurations. The single controller can be configured depending on the user’s
requirements. On the other side, these controllers can be both configured and be
active to increase system efficiency and to improve performance.

This manual will discusses both single and dual controller configuration.

Packaging, Shipment and Delivery

< Before removing the subsystem from the shipping carton, you should visually
inspect the physical condition of the shipping carton.

% Unpack and verify that the contents of the shipping carton are complete and in
good condition.

% Exterior damage to the shipping carton may indicate that the contents of the
carton are damaged.

< If any damage is found, do not remove the components; contact the dealer where

you purchased the subsystem for further instructions.




Unpacking the Shipping Carton

SAS to SAS/SATA 11 RAID Subsystem

The shipping package contains the following:

RAID Subsystem Unit

Two (2) power cords

Two(2) external SAS cables

Note: Four(4) external SAS cables for dual
RAID controller

One (1) RJ45 Ethernet cable

Note: Two Ethernet cables for dual RAID
controllers

— j-? One (1) external serial cable RJ11-to-DB9
L Note: Two serial cables for dual RAID
2 controllers
d-r:-;_ o — %!* 2 One(1) Controller Module Plate Cover
] ! NOTE: For Dual RAID Controller
]

One(1) PSFM Plate Cover

User Manual

NOTE: If any damage is found, contact the dealer or vendor for assistance.
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Chapter 1 Product Introduction

The SAS to SAS/SATA 11 RAID Subsystem

The EPICa EP-2243S/D-S3S3 is Proware's most versatile SAS/SATA II Disk Array system,
ideal for midrange and high capacity storage application.

The EP-2243S/D-S3S3 equipped Serial Attached SCSI (SAS) interface which supports
both SAS and SATAII disk drives.

The ability to mix SAS and SATA drives allows the EP-2243S/D-S3S3 to be used for a
range of applications that require different price/performance characteristics. Cost-
effective SATA drives can be selected for capacity oriented storage such as disk-to-disk
backup and the storage of reference data. Higher specification SAS drives can be
employed for I/0 intensive applications including transactional databases. Hosting
multiple tiers of data in an EP-2243S/D-S3S3 configuration gives organizations the
flexibility to meet both their technical requirements and budgetary constraints with a
single unified solution.

Unsurpassed Data Availability

= Advanced Data Guarding technology (RAID ADG) provides the highest level of
data protection

= RAIDADG can tolerate two simultaneous drive failures without downtime or data
loss

= Features the 4x mini SAS port for external JBOD expansion

Exceptional Manageability

= The firmware-embedded Web Browser-based RAID manager allows local or
remote management and configuration

= The firmware-embedded SMTP manager monitors all system events and user
notification automatically

= The firmware-embedded SNMP agent allows remote to monitor events via LAN
with no SNMP agent required

= Menu-driven front panel display

= Innovative Modular architecture
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1.1 Features

= Fully redundant with hot swappable Controller, disks, cooling fans and power
supplies

= Modular Design With Common Parts

= Supports RAID levels 0, 1, 3, 5, 6, 30, 50, 60 and JBOD

= Supports online Array roaming

= Online RAID level/stripe size migration

= Online capacity expansion and RAID level migration simultaneously

= Online Volume Set Expansion

= Supports multiple array enclosures per host connection

= Supports greater than 2TB per volume set (64-bit LBA support)

= Supports 4K bytes/sector for Windows up to 16TB per volume set

=  Support spin down drives when not in use to extend service (MAID)

=  Supports up to 128 LUNs per RAID set

= Transparent data protection for all popular operating systems

= RAID ADG provides the highest level of data protection

= Instant availability and background initialization

= Supports S.M.A.R.T, NCQ and OOB Staggered Spin-up capable drives

= Supports hot spare and automatic hot rebuild

= Local audible event notification alarm

= Supports password protection

= Built-in serial port interface for remote event notification

= Redundant flash image for high availability
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1.2 Technical Specifications

Model

EP-2243S-S3S3

EP-2243D-S3S3

Form - factor

2U 19-inch rackmount
chassis

2U 19-inch rackmount
chassis

RAID processor

Intel IOP341 64-bit

Intel IOP341 64-bit

RAID level

0,1, 3,5, 6,30, 50, 60 and
JBOD

o,1,3,5,6, 30, 50, 60
and JBOD

Cache memory

512MB ~ 4GB DDR-II
SDRAM

1GB ~ 8GB DDR-II
SDRAM

Host bus interface

Two 4x mini SAS (SFF -
8088)

Four 4x mini SAS (SFF -
8088)

Drive bus interface

SAS or 3Gb/s SATA II

SAS or 3Gb/s SATA 11

Data transfer rate

Up to 300MB/sec per lane

Up to 300MB/sec per lane

Expansion

One 4x mini SAS (SFF -
8088)

Two 4x mini SAS (SFF -
8088)

Controller Redundancy

Option

Yes

Hot-swap drive trays

Twenty four (24) 2.5" trays

Twenty four (24) 2.5”
trays

Online capacity
expansion, RAID

level/stripe size ves ves
migration
Online Volume sets

. Yes Yes
expansion
Online Array roaming Yes Yes
Online consistency check | Yes Yes
SMTP manager and
SNMP agent ves ves
E-mail Notification Yes Yes
Redundant Flash image Yes Yes
R-Link support Yes (RJ-45) Yes (RJ-45)
Support over 2TB per Yes Yes
volume
Instant availability and Yes Yes
background initialization
S.M.A.R.T. support Yes Yes
New disk insertion /

- Yes Yes

removal detection
Failed drive auto rebuild | Yes Yes
Continuous rebuild Yes Yes
Multiple RAID selection Yes Yes
Bad block auto-

- Yes Yes
remapping
Audio alarm Yes Yes
Password protection Yes Yes

User Manual
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Monitor port

Yes  (RS-232, RJ-11)

Yes  (RS-232, RJ-11)

SES2 enclosure
management

Yes

Yes

Hot-swap power supplies

Two(2) 400W power
supplies w/PFC

Two(2) 400W power
supplies w/PFC

Cooling fans

2

2

Battery backup

Option

Option

Power requirements

AC 90V ~ 264V full range
8A ~ 4A, 47Hz ~ 63Hz

AC 90V ~ 264V full range

8A ~ 4A, 47Hz ~ 63Hz

Relative Humidity: condensing condensing
H - [0} ~ 0, (o} ~
Operating Temp: 10°C ~ 40°C (50°F ~ 104°F) 184(;:) 40°C (50°F

10% ~ 85% Non-

10% ~ 85% Non-

Physical Dimensions:

88(H)x483(W)x559(D)mm

88(H)x483(W)x559(D)mm

Weight

14kg (without drives)

15kg (without drives)

Note: Specifications are subject to change without notice. All company and
product names are trademarks of their respective owners.

User Manual
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1.3 RAID Concepts

RAID Fundamentals

The basic idea of RAID (Redundant Array of Independent Disks) is to combine multiple
inexpensive disk drives into an array of disk drives to obtain performance, capacity and
reliability that exceeds that of a single large drive. The array of drives appears to the
host computer as a single logical drive.

Five types of array architectures, RAID 1 through RAID 5, were originally defined; each
provides disk fault-tolerance with different compromises in features and performance. In
addition to these five redundant array architectures, it has become popular to refer to a
non-redundant array of disk drives as a RAID 0 arrays.

Disk Striping

Fundamental to RAID technology is striping. This is a method of combining multiple
drives into one logical storage unit. Striping partitions the storage space of each drive
into stripes, which can be as small as one sector (512 bytes) or as large as several
megabytes. These stripes are then interleaved in a rotating sequence, so that the
combined space is composed alternately of stripes from each drive. The specific type of
operating environment determines whether large or small stripes should be used.

Most operating systems today support concurrent disk I/O operations across multiple
drives. However, in order to maximize throughput for the disk subsystem, the I/O load
must be balanced across all the drives so that each drive can be kept busy as much as
possible. In a multiple drive system without striping, the disk I/O load is never perfectly
balanced. Some drives will contain data files that are frequently accessed and some
drives will rarely be accessed.

STRIPING DISK DRIVES

Disk 1 Disk 2 Disk 3 Disk 4
B = .. . 3.
I B 6 | _.l.. . 8 ..
Y A 0 S O . 0

13 14 15 | 186

Data stripes from each drive
are interleaved to create one logical drive.

By striping the drives in the array with stripes large enough so that each record falls
entirely within one stripe, most records can be evenly distributed across all drives. This
keeps all drives in the array busy during heavy load situations. This situation allows all
drives to work concurrently on different I/O operations, and thus maximize the number
of simultaneous I/0 operations that can be performed by the array.

User Manual
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Definition of RAID Levels

RAID O is typically defined as a group of striped disk drives without parity or data
redundancy. RAID 0 arrays can be configured with large stripes for multi-user
environments or small stripes for single-user systems that access long sequential
records. RAID 0 arrays deliver the best data storage efficiency and performance of any
array type. The disadvantage is that if one drive in a RAID 0 array fails, the entire array
fails.

RAIDO

Writes can occur simultaneously on every drive.

VY Y Yov

DATA: DATA DATA IDATA DATA DATA

bhlbd

Reads can occur simultaneously on every drive.

RAID 1, also known as disk mirroring, is simply a pair of disk drives that store duplicate
data but appear to the computer as a single drive. Although striping is not used within a
single mirrored drive pair, multiple RAID 1 arrays can be striped together to create a
single large array consisting of pairs of mirrored drives. All writes must go to both drives
of a mirrored pair so that the information on the drives is kept identical. However, each
individual drive can perform simultaneous, independent read operations. Mirroring thus
doubles the read performance of a single non-mirrored drive and while the write
performance is unchanged. RAID 1 delivers the best performance of any redundant array
type. In addition, there is less performance degradation during drive failure than in RAID
5 arrays.

Duplicate data is written to pairs of drives.

/,.. - .__\ - .\\ /'_..

DATA DATA IDA'I'A IDATAI IDATA DATA

llllll

Reads can occur simultaneously on every drive.
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RAID 3 sector-stripes data across groups of drives, but one drive in the group is
dedicated for storing parity information. RAID 3 relies on the embedded ECC in each
sector for error detection. In the case of drive failure, data recovery is accomplished by
calculating the exclusive OR (XOR) of the information recorded on the remaining drives.
Records typically span all drives, which optimizes the disk transfer rate. Because each
I/O request accesses every drive in the array, RAID 3 arrays can satisfy only one I/O
request at a time. RAID 3 delivers the best performance for single-user, single-tasking
environments with long records. Synchronized-spindle drives are required for RAID 3
arrays in order to avoid performance degradation with short records. RAID 5 arrays with
small stripes can yield similar performance to RAID 3 arrays.

Read and write operations span all drives.

+++++

v

{:DATA DATA IDA'I'A ubA'rA; I__DA'I‘A_} .,"mnm:':

..-'; N - b A ¥

v

Paralled access decreases data transfer time
for long sequential records.

Under RAID 5 parity information is distributed across all the drives. Since there is no
dedicated parity drive, all drives contain data and read operations can be overlapped on
every drive in the array. Write operations will typically access one data drive and one
parity drive. However, because different records store their parity on different drives,
write operations can usually be overlapped.

Writes require parity to be updated.

| " paTA | DATI [ DAT.R { DATA [ DATA M‘l’l
PARI'!'\' PARI'I'Y I'.lRl'I'Y PA!I!‘I'Y PARI‘I'Y PARIT‘I’

llllll

Reads can occur simultaneously on every drive.

Dual-level RAID achieves a balance between the increased data availability inherent in
RAID 1, RAID 3, RAID 5, or RAID 6 and the increased read performance inherent in disk
striping (RAID 0). These arrays are sometimes referred to as RAID 0+1 (1E), RAID 30,
RAID 50 or RAID 60.
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RAID 6 is similar to RAID 5 in that data protection is achieved by writing parity
information to the physical drives in the array. With RAID 6, however, two sets of parity
data are used. These two sets are different, and each set occupies a capacity equivalent
to that of one of the constituent drives. The main advantage of RAID 6 is High data
availability — any two drives can fail without loss of critical data.

RAID 6

Writes require parity to be updated.

Reads can occur simultaneously on every drive.

In summary:

*

RAID 0 is the fastest and most efficient array type but offers no fault-tolerance. RAID
0 requires a minimum of one drive.

RAID 1 is the best choice for performance-critical, fault-tolerant environments. RAID
1 is the only choice for fault-tolerance if no more than two drives are used.

RAID 3 can be used to speed up data transfer and provide fault-tolerance in single-
user environments that access long sequential records. However, RAID 3 does not
allow overlapping of multiple I/O operations and requires synchronized-spindle drives
to avoid performance degradation with short records. RAID 5 with a small stripe size
offers similar performance.

RAID 5 combines efficient, fault-tolerant data storage with good performance
characteristics. However, write performance and performance during drive failure is
slower than with RAID 1. Rebuild operations also require more time than with RAID 1
because parity information is also reconstructed. At least three drives are required
for RAID 5 arrays.

RAID 6 is essentially an extension of RAID level 5 which allows for additional fault
tolerance by using a second independent distributed parity scheme (two-dimensional
parity). Data is striped on a block level across a set of drives, just like in RAID 5, and
a second set of parity is calculated and written across all the drives; RAID 6 provides
for an extremely high data fault tolerance and can sustain multiple simultaneous
drive failures. It is a perfect solution for mission critical applications.

User Manual
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RAID Management

The subsystem can implement several different levels of RAID technology. RAID levels
supported by the subsystem are shown below.

RAID Level Description Min. Drives

Block striping is provide, which yields higher
0] performance than with individual drives. There is 1
no redundancy.

Drives are paired and mirrored. All data is 100%
1 duplicated on an equivalent drive. Fully 2
redundant.

Data is striped across several physical drives.
Parity protection is used for data redundancy.

Data is striped across several physical drives.
Parity protection is used for data redundancy.

Data is striped across several physical drives.
Parity protection is used for data redundancy.
Requires N+2 drives to implement because of
two-dimensional parity scheme.

Combination of RAID levels 0 and 1. This level
provides striping and redundancy through
mirroring. RAID 0+1 requires the use of an even
number of disk drives to achieve data protection,
while RAID 1E (Enhanced Mirroring) uses an odd
number of drives.

0+1 (1E) 4 (3)

Combination of RAID levels 0 and 3. This level is
30 best implemented on two RAID 3 disk arrays 6
with data striped across both disk arrays.

RAID 50 provides the features of both RAID 0
and RAID 5. RAID 50 includes both parity and
50 disk striping across multiple drives. RAID 50 is 6
best implemented on two RAID 5 disk arrays
with data striped across both disk arrays.

RAID 60 combines both RAID 6 and RAID 0
features. Data is striped across disks as in RAID
0, and it uses double distributed parity as in
RAID 6. RAID 60 provides data reliability, good
60 overall performance and supports larger volume 8
sizes.

RAID 60 also provides very high reliability
because data is still available even if multiple disk
drives fail (two in each disk array).
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1.4 Array Definition

1.4.1 Raid Set

A Raid Set is a group of disk drives containing one or more logical volumes called
Volume Sets. It is not possible to have multiple Raid Sets on the same disk drives.

A Volume Set must be created either on an existing Raid Set or on a group of available
individual disk drives (disk drives that are not yet a part of a Raid Set). If there are
existing Raid Sets with available raw capacity, new Volume Set can be created. New
Volume Set can also be created on an existing Raid Set without free raw capacity by
expanding the Raid Set using available disk drive(s) which is/are not yet Raid Set
member. If disk drives of different capacity are grouped together in a Raid Set, then
the capacity of the smallest disk will become the effective capacity of all the disks in
the Raid Set.

1.4.2 Volume Set

A Volume Set is seen by the host system as a single logical device. It is organized in a
RAID level with one or more physical disks. RAID level refers to the level of data
performance and protection of a Volume Set. A Volume Set capacity can consume all
or a portion of the raw capacity available in a Raid Set. Multiple Volume Sets can
exist on a group of disks in a Raid Set. Additional Volume Sets created in a specified
Raid Set will reside on all the physical disks in the Raid Set. Thus each Volume Set on
the Raid Set will have its data spread evenly across all the disks in the Raid Set.
Volume Sets of different RAID levels may coexist on the same Raid Set.

In the illustration below, Volume 1 can be assigned a RAID 5 level while Volume 0 might
be assigned a RAID 0+1 level.

RAID Set1 (4 Individual Disks)

Free Space
Volume 1 (RAID 5)
Volume 0 (RAID 0+1)

Disk 0 Disk 1 Disk 2 Disk 3
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1.5 High Availability

1.5.1 Creating Hot Spares

A hot spare drive is an unused online available drive, which is ready to replace a failed
disk drive. In a RAID level 1, 0+1, 3, 5, 6, 30, 50, or 60 Raid Set, any unused online
available drive installed but not belonging to a Raid Set can be defined as a hot spare
drive. Hot spares permit you to replace failed drives without powering down the system.
When the RAID subsystem detects a drive failure, the system will do automatic and
transparent rebuild using the hot spare drives. The Raid Set will be reconfigured and
rebuilt in the background while the RAID subsystem continues to handle system request.
During the automatic rebuild process, system activity will continue as normal, however,
the system performance and fault tolerance will be affected.

IMPORTANT: The hot spare must have at least the same or more
capacity as the drive it replaces.

1.5.2 Hot-Swap Disk Drive Support

The RAID subsystem has built-in protection circuit to support the replacement of
SATA 1II hard disk drives without having to shut down or reboot the system. The
removable hard drive tray can deliver “hot swappable” fault-tolerant RAID solution at a
price much less than the cost of conventional SCSI hard disk RAID subsystems. This
feature is provided in the RAID subsystem for advance fault tolerant RAID protection and
“online” drive replacement.

1.5.3 Hot-Swap Disk Rebuild

The Hot-Swap feature can be used to rebuild Raid Sets with data redundancy such as
RAID level 1, 0+1, 3, 5, 6, 30, 50 and 60. If a hot spare is not available, the failed
disk drive must be replaced with a new disk drive so that the data on the failed drive
can be rebuilt. If a hot spare is available, the rebuild starts automatically when a drive
fails. The RAID subsystem automatically and transparently rebuilds failed drives in the
background with user-definable rebuild rates. The RAID subsystem will automatically
continue the rebuild process if the subsystem is shut down or powered off abnormally
during a reconstruction process.
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Chapter 2 Identifying Parts of the RAID Subsystem

The illustrations below identify the various parts of the system. Familiarize yourself
with the parts and terms as you may encounter them later in the later chapters and
sections.

2.1 Main Components

2.1.1 Front View

Smart LCD Panel

Disk Trays (Slot 1~24, Right to Left)

2.1.1.1 Disk Trays
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HDD Status Indicator

Fault LED

Activity LED

Part

Function

HDD Activity LED

This LED will blink blue when the hard drive is being accessed.

HDD Fault LED

Green LED indicates power is on and hard drive status is good
for this slot. If there is no hard drive, the LED is Red. If hard
drive defected in this slot or the hard drive is failure, the LED
is blinking red.
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2.1.1.2 LCD Front Panel

Smart Function Front Panel

SAS to SAS/SATA 11 RAID Subsystem

The smart LCD panel is an option to configure the RAID subsystem. If you are
configuring the subsystem using the LCD panel, press the Select button to login and
configure the RAID subsystem.

Parts

Function

Up and Down
Arrow buttons

o
v

Use the Up or Down arrow keys to go through
the information on the LCD screen. This is also
used to move between each menu when you
configure the subsystem.

NOTE: When the Down Arrow button W is
pressed 3 times, the LCD control will shift to
the other RAID controller (in redundant
controller mode) and the other RAID
controller’s IP address will be shown in LCD.

Select button

v/

This is used to enter the option you have
selected.

Exit button

EXIT

Press this button to return to the previous
menu.

NOTE: This button can also be used to reset
the alarm beeper. For example, if one power
supply fails, pressing this button will mute the
beeper.
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Environment Status LEDs

Power LED

Power Fail LED

Fan Fail LED

Over Temperature LED

Voltage Warning LED

Activity LED

Parts Function

Power LED Green LED indicates power is ON.

If a redundant power supply unit fails, this

Power Fail LED LED will turn to RED and alarm will sound.

When a fan fails or the fan’s rotational speed
Fan Fail LED is below 1500RPM, this LED will turn red and
an alarm will sound.

If temperature irregularities in the system
occurs (HDD slot temperature over 65°C,
Controller temperature over 70°C), this LED
will turn RED and alarm will sound.

Over Temperature LED &

An alarm will sound warning of a voltage

Voltage Warning LED abnormality and this LED will turn red.

() This LED will blink blue when the RAID
Activity LED subsystem is busy or active.
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2.1.1.3 LCD IP Address in Dual Controller Mode

In dual controller mode, the RAID subsystem has 2 IP addresses which can be
accessed separately.

By default, the IP address of Controller 1 is shown.

To view the IP address of Controller 2, press the “Down Arrow” W button in the
front panel three (3) times.

When the IP address of Controller 1 is shown, there is no blinking rectangular
character at the end of the IP address.

When the IP address of Controller 2 is shown, there is a blinking rectangular
character at the end of the IP address.

When the IP address has a link (connected to network), there is an “*” at the end
of the IP address. When there is no link, there is no “*”.

Controller 1 IP Address (No rectangular character)

RAID-Model-Name | o RAID-Model-Name

192.168.1.100 * . 192.168.1.100

Controller 1 has Link Controller 1 has no Link

Controller 2 IP Address (With rectangular character blinking)

RAID-Model-Name o RAID-Model-Name

192.1638.1.101 192.168.1.101 .

Controller 2 has Link Controller 2 has no Link
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2.1.2 Rear View

Single Controller

Controller Module

e s , .
2t | - | F
: ) o .- o

Power Supply/Fan Module ——

Dual Controller

Controller Module 1 Controller Module 2

Power Supply Power Supply
! Fan Module 1 ! Fan Module 2

Controller Module - The subsystem has single or dual controller module.

Power Supply /7 Fan Module #1, #2 - Two power supply / fan modules are
located at the rear of the subsystem.

If the power supply fails to function, the Power Fail LED will turn red and an alarm
will sound. An error message will also appear on the LCD screen warning of power
failure.

The fan in a power supply fan module is powered independently. When a power
supply fails, the fan will still be working and provides airflow inside the enclosure.
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2.2 Controller Module

The EPICa RAID system includes a dual 3Gb SAS-to-SAS/SATA II RAID Controller
Module.

RAID Controller Module

2.2.1 Controller Module Panel

SAS Expansion Port CTRL Heartbeat LED
Host Channel A R-Link Port

Host Channel B

4. 088002060086 ¢a
d '... .Q’_ '9_-’.’,@.5. _.9.9 -_;‘%’o‘o s o 0

Host Channel B Activity LED Monitor Port
Host Channel A Activity LED —— Debug Port
SAS Expander Activity LED ———— —— Fault LED
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Part Description

Two host channels (A and B) are available and
Host Channel A, B can be use to connect to SAS HBA on the Host
system, or to connect to SAS switch.

Use for expansion; connect to the SAS In Port of

SAS Expansion Port a JBOD subsystem.

Debug Port Use to check controller debug messages.

Use to manage the RAID subsystem via serial

Monitor Port )
terminal console.

Use to manage the RAID subsystem via network

R-Link Port and web browser.
Indicator LED | Color Description
Green Indicates Host Channel has connected or linked.
Host Channel
A’ B - . .
Activity LED Blue Indicates the Host Channel is busy and being
accessed.
Green Indicates expander has connected or linked.
SAS Expander
Activity LED Blue Indicates the expander is busy and being
accessed.
Blink . .
Fault LED RED Indicates that controller has failed.
Blink . . i i
Indicates that controller is working fine.
CTRL Green
Heartbeat LED | gq|id _ .
Indicates that controller is hung.
Green

_ In replacing the failed Controller Module, refer to section 6.3.1 of this
4 manual.
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2.3 Power Supply / Fan Module (PSFM)

The RAID subsystem contains two 400W Power Supply /7 Fan Modules. All the
Power Supply / Fan Modules (PSFMs) are inserted into the rear of the chassis.

2.3.1 PSFM Panel

= ———— — e

Do not remove cavers from the PSU.
WARN | NG Danger of electric shock insida.
R

elurn the PSLU 1o your supplier for repair

Power On/Fail Indicator

Power On/Off Switch

AC Power Inlet Plug (Male)

The panel of the Power Supply/Fan Module contains: the Power On/Off Switch, the
AC Inlet Plug, and a Power On/Fail Indicator showing the Power Status LED,
indicating ready or fail.

Each fan within a PSFM is powered independently of the power supply within the
same PSFM. So if the power supply of a PSFM fails, the fan associated with that
PSFM will continue to operate and cool the enclosure.

When the power cord connected from main power source is inserted to the AC
Power Inlet, the power status LED becomes RED. When the switch of the PSFM is
turned on, the LED will turn GREEN. When the Power On/Fail LED is GREEN, the
PSFM is functioning normally.
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.\ ' NOTE: Each PSFM has one Power Supply and one Fan. PSFM 1 has

Power#1l and Fan#1, and PSFM 2 has Power#2 and Fan#2. When the
Power Supply of a PSFM fails, the PSFM need not be removed from
the slot if replacement is not yet available. The fan will still work and
provide necessary airflow inside the enclosure.

T4

In replacing the failed PSFM, refer to section 6.3.2 of this manual.

-\ : NOTE: After replacing the Power Supply Fan Module and turning on

the Power On/Off Switch of the PSFM, the Power Supply will not
power on immediately. The Fan in the PSFM will spin-up until the
RPM becomes stable. When Fan RPM is already stable, the RAID
controller will then power on the Power Supply. This process takes
more or less 30 seconds. This safety measure helps prevent possible
Power Supply overheating when the Fan cannot work.
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Chapter 3 Getting Started with the Subsystem

3.1 Preparing the RAID Subsystem
1. Place the RAID subsystem in its proper place.

2. Connect the SAS cable(s) to the SAS Host Channel(s).

3. Attach network cable to the R-Link port. Connect the other end to your network
hub or switch. Alternatively, you may use the Monitor port and connect the serial
cable from the Monitor port to any available COM port of a PC.

3.2 Powering On
1. Plug in the power cords into the AC Power Input Socket located at the rear of the

subsystem.
Single Controller

Power On/Off Switch

AC Power Input Socket

Dual Controller

Power On/Off Switch

T oNiNgvm €
=\ 5]
bttt . =) ﬂ

AC Power Input Socket

,\ NOTE: The subsystem is equipped with redundant, full range
3 power supplies with PFC (power factor correction). The system
will automatically select voltage.

2. Turn on each Power On/Off Switch to power on the subsystem.

3. The Power LED on the front Panel will turn green.
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3.3 Disk Drive Installation

This section describes the physical locations of the hard drives supported by the
subsystem and give instructions on installing a hard drive. The subsystem supports

hot-swapping allowing you to install or replace a hard drive while the subsystem is
running.

3.3.1 Installing a SAS Disk Drive in a Disk Tray

NOTE: These steps are the same when installing SATA disk drive in
<4 | Single Controller Mode.

1. Press the Tray Open button and the Disk Tray handle will flip open.

Tray
Open
Button

2. Pull out an empty disk tray. Pull the handle outwards to remove the tray from the
enclosure.

3. Place the hard drive in the disk tray. Make sure the holes of the disk tray align
with the holes of the hard drive.
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4. Install the mounting screws on the bottom part to secure the drive in the disk
tray.

5. Slide the tray into a slot.

6. Press the lever in until you hear the latch click into place. The HDD Fault LED will
turn green when the subsystem is powered on and HDD is good.
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3.3.2 Installing a SATA Disk Drive (Dual Controller Mode) in a Disk Tray

1. Remove an empty disk tray from the subsystem.

2. Prepare the dongle board and two screws.

3. Place the dongle board in the disk tray. Turn the tray upside down. Tighten two
screws to secure the dongle board into the disk tray.
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4. Place the SATA disk drive into the disk tray. Slide the disk drive towards the
dongle board.

5. Turn the disk tray upside down. To secure the disk drive into the disk tray,
tighten four screws on the holes of the disk tray. Note in the picture below where
the screws should be place in the disk try holes.

6. Insert the disk tray into the subsystem.
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Chapter 4 RAID Configuration Utility Options

Configuration Methods

There are four methods of configuring the RAID controller:

a. VT100 terminal connected through the serial Monitor port

b. Front panel touch-control buttons

c. Web browser-based remote RAID management via the R-Link Ethernet port
d. Telnet connection via the R-Link Ethernet port

.\ . NOTE: The RAID subsystem allows you to access using only one
method at a time. You cannot use more than one method at the
same time.

4.1 Configuration through Terminal

Configuring through a terminal will allow you to use the same configuration options
and functions that are available from the LCD panel and via Telnet. To start-up:

1. Connect the Monitor port located at the rear of the system to another PC or a VT100
compatible terminal operating in an equivalent terminal emulation mode using serial
cable.

-\ . NOTE: You may connect a terminal while the system’s power is on.

2. Power-on the terminal.

3. Run the VT100 program or an equivalent terminal program.

Documents i.ml " g B e
settings Rl & iocTomos )l
; I

ﬂ rhmt mpra .
o e

b B o

b

3

Windows 2000 Server
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Connection Descrption HE l

Enter a name and choose an icon for the connection:

Mame:

[RaiD

Connect To KHE

& o

Enter detads for the phone number that you want to dial

Country code: I=_'.-.--_'-a_i States of Amenca [1] ;l
Area code: | 02
Phone number: |

4. The default setting of the monitor port is 115200 baud rate, 8 data bit, non-parity, 1
stop bit and no flow control.

COM1 Properties HE
Pt Setiings |

Bits per second: [TEZ ~ |
[ |
Body [Nere 7]
O
Bowcontot [Nore =]

Advanced.. | Bestore Defauits |

0K | Caeed | o |

5. Click §I disconnect button.

IO =lof=]
e G View Col Transfer el
Dl &3] oli] =]
Do ot d
z — - z|
[Desconnected erodete  [agodsaer [EFL [CHE [N [Taken  [fentacho P
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6. Open the File menu, and then open Properties.

7. Open the Settings Tab.

8. Configure the settings as follows:

“Emulation”
“Telnet terminal ID”: VT100

“Back scroll buffer lines”: 500

Click OK.

=10 x|
=)
— 2|
Dtsplarrs the proparties of tha curmant sesatn &
T -1
Fhe £ Vew (8l Trand'e  Meb
ol Bl3| s @
I x———————————— [4
Correct To | Setirgs |
& o
IR
Mmr—
Corvect s | T |
F U
F A
e - &
ko dster ¥ [ERoL [EE T [N [Sature [t echo 7
“Function, arrow and ctrl keys act as”: Terminal Keys
“Backspace key sends”: Crtl + H
: VT100
o+ RAID - Hrypes Terminal (= k.
e [ Vew (&l Trandfe  Heb
Dl ml3| ol @|
I 1] B
Corrmet T Seings |
Funchion, amow. and cbl ey act ar T
| F Tomiadbue Wb |
Backipace key tend
& e D O, Space, CileH |
Emudation:
Teminal Sehp_
Telrast seemanal 0 T
) - R |
I Play sound when connecting o diconnecting
ingus Trarsboion . | xsoisms |
o] oo |
[arodeacc  acodmacc  [SPGAL  [CAs | [N [Tabare [ sche P
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9. Now, the VT100 is ready to use. After you have finished the VT100 Terminal setup,
you may press the “X” key (in your Terminal) to link the RAID subsystem and
Terminal together. Press “X” key to display the disk array Monitor Utility screen on
your VT100 Terminal.

10. The Main Menu will appear.

#RAID - HyperTerminal [

File Edit Yiew Call Transfer Help

Model Name} RAID Controller

I Main Menu

Quick Yolume/Raid Setup
Raid Set Function
Yolume Set Function
Physical Drives

Raid System Function
Ethernet Configuration
View System Events
Clear Event Buffer
Hardware Monitor

System Information

Or A7:Hove Cursor, Enter:Select, FSC:Escape, L:Line Draw, X:Redraw

Connected 0i00:43 [vT1o0 [trszooen- [SoROl[Cars fum [Captue [Prnt echo

RN

Keyboard Function Key Definitions

“A" key - to move to the line above
“Z" key - to move to the next line
“Enter” key - Submit selection function

“"ESC” key - Return to previous screen
“L” key - Line draw
“X" key - Redraw
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Main Menu

The main menu shows all function that enables the customer to execute actions by
clicking on the appropriate link.

#&RAID - HyperTerminal _ 10l x|
Ele Edit WView Cal Transfer Help

M= NEE
Model Name} RAID Controller

I Main Menu

Quick Yolume/Raid Setup
Raid Set Function
VYolume Set Function
Physical Drives

Raid System Function

Ethernet Configuration i Verify Password |
View System Events
Clear Event Buffer | oxmemnnsf] i

Hardware Monitor
Sustem Information

Connected 0:00:43 [¢Ti00 [trszooemr [SCROLL [CePs [MUM [Capture  [Prinkeche

RN

NOTE: The password option allows user to set or clear the

. RAID subsystem’s password protection feature. Once the

_— password has been set, the user can only monitor and configure
 the RAID subsystem by providing the correct password. The
password is used to protect the RAID subsystem from
unauthorized access. The controller will check the password only
when entering the Main menu from the initial screen. The RAID
subsystem will automatically go back to the initial screen when
it does notreceive any command in twenty seconds. The RAID
subsystem’s factory default password is set to 00000000.
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VT100 terminal configuration Utility Main Menu Options

Select an option and the related information or submenu items display beneath it. The
submenus for each item are shown in Section 4.2.1. The configuration utility main
menu options are:

Option

Description

Quick Volume And Raid
Set Setup

Create a RAID configuration which
consists of all physical disks installed

Raid Set Functions

Create a customized Raid Set

Volume Set Functions

Create a customized Volume Set

Physical Drive Functions

View individual disk information

Raid System Functions

Setting the Raid system configurations

Ethernet Configuration

Setting the Ethernet configurations

Views System Events

Record all system events in the buffer

Clear Event Buffer

Clear all event buffer information

Hardware Monitor

Show all system environment status

System Information

View the controller information
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4.2 Configuration through the LCD Panel

All configurations can be performed through the LCD Display front panel function keys,
except for the “Firmware update”. The LCD provides a system of screens with areas for
information, status indication, or menus. The LCD screen displays menu items or other
information up to two lines at a time. The RAID controller’s factory default password is

set to 00000000.

Function Key Definitions

The four function keys at side of the front panel perform the following functions:

Parts

Function

Up and Down A
Arrow buttons W

Use the Up or Down arrow keys to go through
the information on the LCD screen. This is also
used to move between each menu when you
configure the subsystem.

NOTE: When the Down Arrow button ¥ is
pressed 3 times, the LCD control will shift to
the other RAID controller (in redundant
controller mode) and the other RAID
controller’'s IP address will be shown in LCD.

Select button v/

This is used to enter the option you have
selected.

Exit button EXIT

Press this button to return to the previous
menu.

NOTE: This button can also be used to reset
the alarm beeper. For example, if one power
supply fails, pressing this button will mute the
beeper.
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4.2.1 Menu Diagram

The following menu diagram is a summary of the various configurations and setting
functions that can be accessed through terminal. The LCD panel menus also have similar
functions except Update Firmware.

—— Raid 0
L Greater Two TB Volume Support — » No, Use 64bit LBA, Use 4K Block
L Selected Capacity
L Select Stripe Size » 4K, 8K, 16K, 32K, 64K, 128K

L Create Vol / Raid Set — » Yes, No
— Raid1or0+1

L Greater Two TB Volume Support » No, Use 64bit LBA, Use 4K Block
L Selected Capacity

L Select Stripe Size » 4K, 8K, 16K, 32K, 64K, 128K
L Create Vol / Raid Set  » Yes, No
L Initialization Mode » Foreground, No Init
Raid 0+1 + Spare
L Greater Two TB Volume Support > No, Use 64bit LBA, Use 4K Block
L Selected Capacity
L Select Stripe Size » 4K, 8K, 16K, 32K, 64K, 128K
L Create Vol / Raid Set — » Yes, No

L Initialization Mode ~— » Foreground, No Init
— Raid 3

L Greater Two TB Volume Support » No, Use 64bit LBA, Use 4K Block
- Selected Capacity
L Create Vol /Raid Set — » Yes, No

L Initialization Mode — » Foreground, Background, No Init
Quick Volume / Raid Setup ——— Raid 5

L Greater Two TB Volume Support > No, Use 64bit LBA, Use 4K Block
L Selected Capacity
L select Stripe Size » 4K, 8K, 16K, 32K, 64K, 128K
L Create Vol / Raid Set — » Yes, No
L Initialization Mode > Foreground, Background, No Init
— Raid 3 + Spare
L Greater Two TB Volume Support » No, Use 64bit LBA, Use 4K Block
- Selected Capacity
L Create Vol / Raid Set — » Yes, No
L Initialization Mode > Foreground, Background, No Init
— Raid 5 + Spare
L Greater Two TB Volume Support > No, Use 64bit LBA, Use 4K Block
L Selected Capacity
L Select Stripe Size > 4K, 8K, 16K, 32K, 64K, 128K
L Create Vol / Raid Set — » Yes, No
L Initialization Mode > Foreground, Background, No Init
—— Raid6
L Greater Two TB Volume Support » No, Use 64bit LBA, Use 4K Block
L Selected Capacity
L Select Stripe Size » 4K, 8K, 16K, 32K, 64K, 128K
L Create Vol / Raid Set — » Yes, No
L |nitialization Mode » Foreground, Background, No Init

L— Raid 6 + Spare
L Greater Two TB Volume Support > No, Use 64bit LBA, Use 4K Block
L Selected Capacity
L Select Stripe Size » 4K, 8K, 16K, 32K, 64K, 128K
L Create Vol / Raid Set  » Yes, No
L Initialization Mode » Foreground, Background, No Init
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Raid Set Function

Create Raid Set
| Select IDE Drives for Raid Set — » Ch01 ~ Ch24

L Create Raid Set > Yes, No
L Edit The Raid Set Name
Delete Raid Set
L Select Raid Set to Delete
L_ Delete Raid Set — » Yes, No
L— Are You Sure? > Yes, No

Expand Raid Set
L Select IDE Drives for Raid Set Expansion
L Select Drives IDE Channel » Ch01 ~ Ch24

(- Expand Raid Set — > Yes, No

(- Are You Sure? > Yes, No
Offline Raid Set
| Select Raid Set to Offline

L Offiine Raid Set — » Yes, No
Activate Raid Set
L Select Raid Set to Active
L Activate Raid Set » Yes, No
L Are You Sure? > Yes, No

Create Hot Spare Disk
L Select Drives for Hot Spare —» Ch01 ~ Ch24

L Create Hot Spare —» Yes, No
Delete Hot Spare
L Select The Hot Spare Device To Be Deleted
L Delete Hot Spare —» Yes, No

Rescue Raid Set
L Enter the Operation Key

Raid Set Information
| Select Raid Set To Display
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—— Create Volume Set
L Create Volume From Raid Set

L Volume Creation — » Greater Two TB Volume Support, Volume
Name, Raid Level, Capacity, Stripe Size,
SAS Port#, LUN Base, SAS LUN, Cache
Mode, Tag Queuing
L Create Volume  » ves, No

L Initialization Mode — » Foreground, Background, No Init

— Create Raid 30/50/60

L Create Raid 3/50/60 Free (capacity)
L Create Multiple Raid Set to Create

L Volume Creation » Greater Two TB Volume Support, Volume
Name, Raid Level, Capacity, Stripe Size,
SAS Porti#, LUN Base, SAS LUN, Cache
Mode, Tag Queuing
L Create Volume —» Yes, No

L Initialization Mode —» Foreground, Background, No Init
Volume Set Function

—— Delete Volume Set
L Delete Volume From Raid Set
L select Volume To Delete
L Delete Volume Set — » Yes, No
L AreYouSure? » Yes, No

—— Modify Volume Set

L Modify Volume From Raid Set
L Select Volume To Madify
L Volume Modification — » Greater Two TB Volume Support, Volume
Name, Raid Level, Capacity, Stripe Size,
SAS Port#, LUN Base, SAS LUN, Cache
Mode, Tag Queuing
L Modify Volume — » Yes, No
L Are YouSure? —» Yes, No
— Check Volume Set
L Check Volume From Raid Set
L Select Valume Set to Check
L Check The Volume —» Yes, No

L Stop Volume Check

L Stop All Volume Check —» Yes, No
L Are YouSure? » Yes, No

— Display Volume Set Info.

L Display Volume Info in Raid
L Select Volume To Display
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Physical Drives

View Drive Information
L_ Select The Drives

Create Pass Through Disk

L SelectDrive —» SAS Port#, LUN Base, SAS
LUN, Cache Mode, Tag Queuing

Modify Pass Through Disk
L Select The Drives — » SAS Port#, LUN Base, SAS

LUN, Cache Mode, Tag Queuing
Delete Pass Through Disk
L Select The Drives
L— Delete Pass Through — » Yes, No
L_ Are You Sure? » Yes, No
Identify Selected Drive
L Select The Drives
Identify Enclosure
L Select The Enclosure

User Manual



SAS to SAS/SATA 11 RAID Subsystem

— Mute The Alert Beeper —» Yes, No
——  Alert Beeper Setting > Disabled, Enabled
L_ save The Settings —» Yes, No
— Change Password
L_ Enter New Password
(. Re-Enter Password
L_ Save The Password > Yes, No

— JBOD / RAID Function
L RAID, JBOD
L Configured AS JBOD? — » Yes, No
L_ Are You Sure? > Yes, No
——  Background Task Priority —» Ultralow(5%), Low(20%)
Medium(50%), High(80%)

Raid System Function L save The Settings —» Yes, No

——  SATANCQ Support —» Enable, Disable
— HDD Read Ahead Cache » Enable, Disable Maxtor, Disable

——  Volume Data Read Ahead » Normal, Aggressive, Conservative, Disabled
— HDD Queue Depth Setting —» 1,2, 4, 8, 16, 32
——  Controller Fan Detection —» Disabled, Enabled

L savethe Settings » Yes, No
— Disk Write Cache Mode —» Auto, Enabled, Disabled

L Capacity Truncation — » To Multiples of 10G,
To Mulitples of 1G, Disabled

——  Update Firmware

— Shutdown Controller
L Confirm Shutdown  » Yes, No
L_ AreYouSure » Yes, No

— Restart Controller
L_ confirm Reset » Yes, No
L_ AreYouSure » Yes, No
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—— Stagger PowerOn —» 0.4, 0.7, 1.0, 1.5, 2.0, 2.5, 3.0,
3.5, 4.0 4.5 50, 55, 6.0

—— Time to Low Power Idle

HDD Power Management — L Low Poweridle » Disabled, 2, 3,4, 5,6, 7

—— Time to Low RPM Mode
L_ LowRPM Mode » Disabled, 10, 20, 30, 40, 50, 60

—— Time to Spin Down HDD
(- Spin Down HDD  » Disabled, 1, 3, 5, 10, 15, 20, 30, 40, 60

In Band SAS Config _‘: Inband SAS Function —» Enabled, Disabled

Inband SAS Port-—» 0, 1

—— DHCP Function » Disabled, Enabled
—— Local IP Address:

Ethernet Configuration ——1— HTTP Port Number: 80
——  Telnet Port Number: 23

L SMTP Port Number: 25

L Ethernet Address:
View SystemEvents —  Show System Events
Clear Event Buffers — Clear Event Buffer —» Yes, No

Hardware Monitor The Hardware Monitor Information

System Information ——— The System Information
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4.3 Configuration through web browser-based proRAID Manager

The RAID subsystem can be remotely configured via R-Link port with proRAID Manager,
a web browser-based application. The proRAID Manager can be used to manage all
available functions of the RAID controller.

To configure the RAID subsystem from a remote machine, you need to know its IP Address.
Launch your web browser from remote machine and enter in the address bar: http://[IP

Address].

‘\ \"\,
=N

>4 ‘

IMPORTANT! The default 1P address of Controller 1 R-Link Portis
192.168.1.100 and the default IP address of Controller 2 R-
Link Port is 192.168.1.101, and subnet mask is 255.255.255.0.
DHCP client function is also enabled by default. You can reconfigure
the IP Address or disable the DHCP client function through the
LCD front panel or terminal “Ethernet Configuration” menu.

NOTE: If DHCP client function is enabled but a DHCP server is
unavailable and the IP address is changed, a Controller Restart is
necessary. If the DHCP client function is disabled and the IP
address is changed, Controller Restart is not needed.

Note that you may need to be logged in as administrator with local admin rights on
the remote machine to remotely configure the RAID subsystem. The RAID subsystem
controller default User Name is “admin” and the Password is *00000000".

proBRRID A anager 30000000000

|open all|close all|

*j Raid System Console

-] Quick Function RAID Set Devices Volume Set(Port/Lun) I Volume State I Capacityl

‘ J RAID Set Functions |Raid Set # 000 |Ez1Slot#1 Volume---VOL#000(0/0) Normal 7001.4GB8
#-{J Volume Set Functions I I -

2] Physical Drives

] System Contrals

formation

RAID Set Hierarchy |E*1Slot#5
‘ i System Information E#1Slot#6
=) Hardware Monitor E21clotsy

» RaidSet Hierarchy I

E#1Slot#2
E#1Slot=3
E#1Slot#4

E#1Slot#8

= Enclosure#1 : SAS RAID Subsystem V1.0 I

Device I Usage I Capacity I Model I
Il Raid Set # 000 |1000.2GB Hitachi HDE721010SLA330

e Raid Set # 000 |1000.2GB Hitachi HDE7210105LA330

{0:C) ’ H
| Slot=3 5 '

(0:2) Raid Set # 000 |1000.2GB Hitachi HDE721010SLA330

',Séntlz“‘ Raid Set # 000 |1000.2GB Hitachi HDE7210105LA320

10:1)

Slatzs Raid Set # 000 |1000.2GB Hitachi HDE7210105LA330
| (0:B .

Raid Set # 000 (1000.2GB Hitachi HDE721010SLA330

o | v I{0:A
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Main Menu

The main menu shows all available function that user can execute by clicking on the
appropriate hyperlink.

Individual Category Description

Quick Function Create a RAID configuration, which consists
of all physical disks installed. The Volume
Set Capacity, Raid Level, and Stripe Size can
be modified during setup.

Raid Set Functions Create customized Raid Sets.
Volume Set Create customized Volume Sets and allow
Functions m odification of parameters of existing Volume

Sets parameter.

Physical Drive Create pass through disks and allow
modification of parameters of existing pass
through drives. This also provides a function
to identify a disk drive.

System Control For setting the RAID system configurations.

Information To view the controller and hardware
monitor information. The Raid Set hierarchy
can also be viewed through the Raid Set
Hierarchy item.
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Chapter 5 RAID Management

5.1 Quick Function

5.1.1 Quick Create

The number of physical drives in the RAID subsystem determines the RAID levels
that can be implemented with the Raid Set. This feature allows user to create a
Raid Set associated with exactly one Volume Set. User can change the Raid Level,
Capacity, Volume Initialization Mode and Stripe Size. A hot spare can also be
created depending upon the existing configuration.

If the Volume Set size is over 2TB, an option “"Greater Two TB Volume Support” will
be automatically provided in the screen as shown in the example below. There are

three options to select: "No”, “64bit LBA”, and “4K Block").

aroBAID CAanager 0000000000

|open all|close all|

3 Rerid Systam: Consols = Quick Create Raid/Volume Set L

B3 Quick Function Total Number Of Disks 12

i 1) Quick Create Select Raid Level Raid5+Spare  ~

E-{Z] RAID Set Functions = T =

#] Volume Set Functions .Maxlmum Capacity Allowed 10002.1 GB

=] Physical Drives Select Capacity 10002.1 GB

B (] System Controls

[ Information .Greate:' Two TB Volume Support No -
Volume Initialization Mode Foreground Initialization - |
Select Stripe Size 64 ~ KBytas

" Confirm The Operation
Submit J Reset J

Greater Two TB Volume Support:
No: Volume Set capacity is set to maximum 2TB.

64bit LBA: Use this option for UNIX, Linux 2.6, and Windows Server 2003 + SP1 or
later versions. The maximum Volume Set size is up to 512TB.

4K Block: Use this option for Windows OS such as Windows 2000, 2003, or
XP. The maximum Volume Set size is 16TB. Just use the Volume as “Basic Disk".
Volume can’t be used as "Dynamic Disk”; also can’t be used in 512Bytes block

service program.
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Tick on the Confirm The Operation option and click on the Submit button in the
Quick Create screen. The Raid Set and Volume Set will start to initialize.

You can use RaidSet Hierarchy feature to view the Volume Set information (Refer to
Section 5.6.1).

@, . NOTE: In Quick Create your Raid Set is automatically configured
\* based on the number of disks in your system. Use the Raid Set

. Function and Volume Set Function if you prefer to customize the

Raid Set and Volume Set.
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5.2 RAID Set Functions

Use the Raid Set Function and Volume Set Function if you prefer to create customized
Raid Sets and Volume Sets. User can manually configure and take full control of the
Raid Set settings, but it will take a little longer to setup than the Quick Create
configuration. Select the Raid Set Function to manually configure the Raid Set for the
first time or to delete existing Raid Set and reconfigure a Raid Set.

5.2.1 Create RAID Set

|open all|close all| = Select The Drives For RAID Set
- = Enclosure#1 : SAS RAID Subsystem V1.0
% Raid System Consale T =
2 Quick Function ¥ Slot#1 36.8GB FUJITSU MBC2036RC
13 RAID Set Functions V¥  Slotz2 36.8GB FUIITSU MBC2036RC
'—1 SRR W |slotz3 36.8GB FUIITSU MBC2036RC
) Delete RAID Set
-[) Expand RAID Sat ¥ Slotz4 73.5GB FUJITSU MBB2073RC
-] Offline RAID Set V¥ |slotzs 36.8GB FUJITSU MBC2036RC
[ Activate Incomplete RAID 5 = B T R
Wl i Sie tioF Se ¥ |slot=g 36.8GB FUJITSU MBC2036RC
[ Delete Hot Spare W  |Slot#7 36.8GB FUJITSU MBC2036RC
1] Rescue Raid S ¥ |slotzs 36.8GB FUIITSU MBC2036RC
-] Volume Set Functions T
553 Physical Drives ¥ Slot#g 36.8GB FUJITSU MBC2036RC
[ Create Pass-Through Disk ¥  |Slotz10 36.8GB FUIITSU MBC2036RC
‘j E:éf: ;;:?;T:L:ﬁg;is[fk ¥ |slotz11 36.8GB FUJITSU MBC2036RC
[} Identify Enclosure #  |Slotz12 36.8GB FUJITSU MBC2036RC
[ 1dentify Drive ¥ Slotz13 36.3GB FUIITSU MBC2036RC
-] System Controls T
Bl Thsrmaticn Slot#14 36.8GB FUJITSU MBC2036RC
Slot#15 36.8GB FUJITSU MBC2036RC
™ |slotzi6 73.5GB FUIITSU MBB2073RC
™ |Slot#17 36.8GB FUJITSU MBC2036RC
™ |slotz1s 36.8GB FUIITSU MBC2036RC
|slot#19 73.5GB FUJITSU MBB2073RC
™ |Slotz20 36.8GB FUJITSU MBC2036RC
[~ |slotz21 73.5GB FUIITSU MBB2073RC
™ |slotz22 36.8GB FUJITSU MBC2036RC
™ |Slot#23 36.8GB FUJITSU MBC2036RC
™ |slotz24 36.8GB FUIITSU MBC2036RC
e 5 Raid Set Name Raid Set # 000

To create a Raid Set, click on the Create RAID Set link. A “Select The Drives
For RAID Set” screen is displayed showing the disk drives in the system. Tick the
box of each disk drive that will be included in Raid Set to be created. Enter
the preferred Raid Set Name (1 to 16 alphanumeric characters) to define a unique
identifier for the Raid Set. The default Raid Set name will always appear as Raid Set
H XXX,

Tick on the Confirm The Operation option and click on the Submit button in the
screen.
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5.2.2 Delete RAID Set

To delete a Raid Set, click on the Delete RAID Set link. A “Select The RAID SET
To Delete” screen is displayed showing all Raid Sets existing in the system. Select the
Raid Set you want to delete in the Select column.

Tick on the Confirm The Operation and click on the Submit button to process with
deletion.

aroBAID A anager  Xo000000000C

|open all|close all| i

£ s ‘
| m Select The Raid Set To Delete I

':ﬂ Raid System Console |
21 Quick Function I Select l Raid Set Name | Member Disks I Raid State I Capacity |

I RAID Set Functions @ Raid Set # 000  |8/8 Normal 8001.6GB ‘ |
Create RAID Set I I
Delete RAID Set | |
Expand RAID Set | I confirm The Operation, VolumeSet In This RaidSet Will Also Be Deleted
Offline RAID Set | Submit i gesetl
Activate Incomplete RAID S ||\= — — =

Create Hot Spare
Delete Hot Spare
Rescue Raid Set
#-{] Volume Set Functions
{1 Physical Drives

B[] System Controls
&{] Information

-;j’e\ . NOTE: You cannot delete a Raid Set containing a Raid 30/50/60

g Volume Set. You must delete the Raid 30/50/60 Volume Set first.
‘e
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5.2.3 Expand RAID Set

Use this option to expand a Raid Set, when one or more disk drives is/are added to the
system. This function is active when at least one drive is available.

aroBAID O anager 000000000

|
l |open all|close all|

% Raid System Console = Select The Raid Set For Raid Expansion [

B Quick Function Select l Raid Set Name i Member Disks | Raid State I Capacity [

Bl BAD: 5et Fulictions ® Raid Set # 000 |8/8 Normal 8001.668

.~ create RAID Set

i 1] Delete RAID Set I

i ) Expand RAID Set | Submit i Reset 1
~{] Offline RAID Set —

H ] Activate Incomplete RAID S

i L) Create Hot Spare

¢ =[] Delete Hot Spare

i [} Rescue Raid Set

#-{] Volume Set Functions

] Physical Drives

#-{) System Controls

{3 Information

To expand a Raid Set, click on the Expand RAID Set link. Select the Raid Set which you
want to expand.

Tick on the available disk(s) and check Confirm The Operation. Click on the Submit
button to add the selected disk(s) to the Raid Set.

'\ NOTE: Once the Expand Raid Set process has started, user
cannot stop it. The process must be completed.

@ D . NOTE: If a disk drive fails during Raid Set expansion and a hot
\ spare is available, an auto rebuild operation will occur after
* | the Raid Set expansion is completed.
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)

1000.2GB  |Hitachi HDE721010SLA330
1000.2GB  |Hitachi HDE721010SLA330
1000.2GB  |Hitachi HDE721010SLA230
1000.2GB  |Hitachi HDE7210105LA330

EH i

B3 Physical Drives
(=] System Controls
B Information

1open ailjgoss Al

H Raid System Console
| Quick Function
13 RAID Set Functions
- Create RAID Set
1) Delete RAID Set

-] s_y_-;t_eq!; Controls
&) Information
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Migration occurs when a disk is added to a Raid Set. Migrating status is displayed in
the Raid Set status area of the Raid Set information. Migrating status is also displayed
in the Volume Set status area of the Volume Set Information for all Volume Sets under
the Raid Set which is migrating.

aroBAID CAanager 0000000000

|open all|close all| “ |
# Raid System Console I Stop Auto Refresh
&-{] Quick Function = RaidSet Hierarchy
B el ol RAID Set | pevi Volume Set(Port/L | volume stat | capacity |
- |
E-£3 Volume Set Functions el evices 'olume (Po umn)  Volume State apacity
{21 Physical Drives Raid Set # 000 |E#iSlotz1 Volume---VOL 2000{0/0) Migrating(0.1% 7001.4GB
B-{] System Controls I |E21Slot#2
B3 Information |E21Slot=3

{1 RAID Set Hierarchy
) system Information
~{] Hardware Monitor

|E=1Slot=a
[Ex1Slot=s | |
|E215I0t26 |
Ez1Slote7
EziSlot=g
|E=1Slot=0—
|E21SI0t210—
|E21Slote110

RAID Subsystem V1.0
I Capacity I Model

Raid Set # 000 |1000.2GB Hitachi HDE7210105LA330

Raid Set # 000 |1000.2GB Hitachi HDE721010SLA330

Raid Set # 000 |1000.2GB Hitachi HDE721010SLA330

4| m |

NOTE: A Raid Set cannot be expanded if it contains a Raid
30/50/60 Volume Set.
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5.2.4 Offline RAID Set

If user wants to offline (and move) a Raid Set while the system is powered on, use the
Offline Raid Set function. After completing the function, the HDD state of RAID Set
member drives will change to “Offlined” Mode and the HDD Status LEDs will be blinking
RED.

To offline a Raid Set, click on the Offline RAID Set link. A “"Select The RAID SET To
Offline” screen is displayed showing all existing Raid Sets in the subsystem. Select the

Raid Set which you want to offline in the Select column.

Tick on the Confirm The Operation, and then click on the Submit button.

aroRRID (Fanager 3000000

|open all|close all|

| = Select The Raid Set To Offline |

;J Raid System Console

{1 Quick Function Select | Raid Set Name | Member Disks | Raid State | Capacity i
| 263 RAID Set Functions & Raid Set # 000  |g/8 Normal 8001.6G8
~[] Create RAID Set
) Delete RAID Set
-] Expand RAID Set [~ confirm The Operation, VolumeSet In This RaidSet Will Also Be Offlined

[ offline RAID Set Submit 1 Fieset]
-] Activate Incomplete RAID S [|'s - -
‘] Create Hot Spare
] Delete Hot Spare
-] Rescue Raid Set
-] Volume Set Functions
-] Physical Drives
#{] System Controls

& {Z] Information
|

m | C
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When Raid Set State is "Normal”, this means there is no failed disk drive.

= Raid Set Information
Raid Set Name

Member Disks

Total Raw Capacity
Free Raw Capacity

Min Member Disk Size
Raid Set Power State

Raid Set # 000

3

247.0GB

0.0GB

'82.3G8

Operatin

Raid Set State

Mormal

When does “Incomplete” Raid Set State Happens?

If the RAID subsystem is powered off and

one disk drive is removed or has failed in

power off state, and when the subsystem is powered on, the Raid Set State will

change to “Incomplete”.

= Raid Set Information
Raid Set Name

Member Disks

Total Raw tiapacit\,f
Free Raw Capacity

Min Member Disk Size
Raid Set Power State

\Raid Set # 000

3

247.0GB
|247.0GB
82.3GB

Operating

Raid Set State |

Incomplete

The Volume Set will not be visible and th

e failed or removed disk will be shown as

“"Missing”. At the same time, the Host system will not detect the Volume Set,

hence the volumes are not accessible.

iy Raid System Console =it i ox ooy

&+ Quick Function RAID Set |Devices |Volume Set(Port/Lun) Volume State
{77 RAID Set Functions Raid Set # 000 |EZ1Slot#1
{1 Volume Set Functions E#iSlnts7

E Physical Drives Missing

H-{] System Controls

25 Information

.j Hardware Monitor Device Usage
Raid Set

{0:1)
Slot#1{0:1) 000

) Raid Set
£2(0:2)
Slot#2(0:2 000

Capacity |Model

500.1GE HDS725050KLA360

F

500.1GB HDS725050KLAZG0
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When can the “Activate Incomplete RAID Set” function be used?

In order to access the Volume Set and corresponding data, use the Activate
Incomplete RAID Set function to active the Raid Set. After selecting this
function, the Raid State will change to "Degraded” state.

To activate the incomplete the Raid Set, click on the Activate Incomplete RAID
Set link. A “Select The Raid Set To Activate” screen is displayed showing all existing Raid
Sets in the subsystem. Select the Raid Set with “Incomplete” state which you want to

activate in the Select column.

|open all|close all|

W Raid System Console

7] Quick Function

—5 RAID Set Functions

] Create RAID Set

{] Delete RAID Set

[) Expand RAID Set

] Offline RAID Set

[ ‘Activate Incomplete RAID ¢
0

0

Create Hot Spare
Delete Hot Spare
Rescue Raid Set
H-{_] Volume Set Functions
7] Physical Drives

] System Controls

7 Information

)

» Select The Raid Set To Activate

Select Raid Set N\ame Member Disks Raid State Capacity
@ Raid Set # 000 |2/3 Incomplete 247.0GB
Submit | Reset I

Click on the Submit button to activate the Raid Set. The Volume Set(s) associated
with the Raid Set will become accessible in “"Degraded” mode.

aroRRID O/ anager

|open all|close all|

XXXXXXXXXXXX

¥ Raid System Console
4] Quick Function
[-{] RAID Set Functions

= RaidSet Hierarchy
RAID Set

] Volume Set Functions
[-{3 Physical Drives

-] System Controls
B3 Information

Devices Volume Set(Port/Lun) Volume State Capacity
Raid Set # 000 E#1Slot#1 Volume---VOL#000{0/0) Degraded 164.7GB

E#1Slot#2

Failed

0 :RAID Set Hierarchy!
[) System Information
[ Hardware Monitor

= Enclosure#1 : SAS RAID Subsystem V1.0

Device

Slot#1(0:1) 00

#2(0:2
Slot#2(0 0

m

Usage Capacity Model
P‘a‘éd Set®  lch0.1GB  |HDS725050KLA360
) RS‘S Set#  lcp0.1GB  |HDS725050KLA360

NOTE: The “Activate Incomplete RAID Set” function is only used
when Raid Set State is “Incomplete”.
= Set configuration is lost.

It cannot be used when Raid
In case Raid Set configuration is lost,

contact your vendor for support.
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5.2.6 Create Hot Spare

The Create Hot Spare option gives you the ability to define a global hot spare.

When you choose the Create Hot Spare option in the Raid Set Function, all
unused (non Raid Set member) disk drives in the subsystem appear. Select the
target disk drive by clicking on the appropriate check box. Tick on the Confirm The
Operation and click on the Submit button to create hot spare drive(s).

oroRRID A anager 0000000000

|open all|close all| “Wz

% aid System Console | a Select The Drives For Hot Spare |

{ZJ Quick Function = Enclosure#1 : SAS RAID Subsystem V1.0 |
|53 RAID Set Functions

¥ |slotzg 1000.2GB  |Hitachi HDE721010SLA330
#1] Create RAID Set : : :
L) Delete RAID Sat | |slet=10 1000.2GE  |Hitachi HDE721010SLA330
L] Expand RAID Set 1 ™ [Slot#11 1000.2GB  |Hitachi HDE7210105LA330
Offline RAID Set | =
| I |slet#12 1000.2GB  |Hitachi HDE7210105LA320
|

Create Hot Spare |

8|

i3

“[) Activate Incomplete RAID S
0
0

; Delete Hot Spare | I” Confirm The Operation
) Rescue Raid Set ‘l Submit I Resetl

B-{J Volume Set Functions

EB_J Physical Drives | |
B

[

#-{_] System Controls
-} Information
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5.2.7 Delete Hot Spare

Select the target Hot Spare disk(s) to delete by clicking on the appropriate check box.

Tick on the Confirm The Operation, and click on the Submit button in the screen to
delete the hot spare(s).

aroBAID O anager 00000000

lopen all|close all| i

§ Raid System Console = Select The Hot Spare Drive To Delete |

2] Quick Function » Enclosure#1 : SAS RAID Subsystem V1.0 |
E1£3 RAID Set Functions
{) Create RAID Set
Delete RAID Set
Expand RAID Set " Confirm The Operation
Offline RAID Set ‘ Submit I Reseti

Activate Incomplete RAID S
Create Hot Spare

Delete Hot Spare

-] Rescue Raid Set

#-{] Volume Set Functions

B{] Physical Drives

#{_] System Controls

#{J Information

" |Slot#g 1000.2GB  |Hitachi HDE7210105LA330

(] 9] ) 1] o 1
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5.2.8 Rescue Raid Set

If you need to recover missing Raid Set configuration using the “Rescue Raid Set”
function, please contact your vendor’s support engineer for assistance.

oroBAID O anager  X0000CO00CO0NX

I |open all|close all| “N

# Raid System Console | = Try To Rescue Missing RAIDSET

-] Quick Function ‘Enter 'RESCUE' To Try To Recover Missing RaidSet
EESEINAID Sel FImctions Enter 'SIGNAT' To Regenerate RaidSet Signature If RaidSet Is Recovered

i Create RAID Set — — - — - -

Delete RAID Set | Enter The Keyword
Expand RAID Set

Offline RAID Set

Activate Incomplete RAID S
Create Hot Spare Submit | Reset I
Delete Hot Spare
Rescue Raid Set
BHJ Volume Set Functions
B Physical Drives

E-{_] System Controls

BHJ Information

™ Confirm The Operation

CoODOODD

< i 3
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5.3 Volume Set Function

Volume Set is seen by the host system as a single logical device. It is organized in a
RAID level with one or more physical disks. RAID level refers to the level of data
performance and protection of a Volume Set. A Volume Set capacity can consume all
or a portion of the raw capacity available in a Raid Set. Multiple

Volume Sets can exist on a group of disks in a Raid Set. Additional Volume Sets
created in a specified Raid Set will reside on all the physical disks in the Raid Set. Thus
each Volume Set on the Raid Set will have its data spread evenly across all the disks in
the Raid Set.

5.3.1 Create Volume Set

The following are the Volume Set features:
1. Volume sets of different RAID levels may coexist on the same Raid Set.

2. Up to 128 Volume Sets in a Raid Set can be created by the RAID controller.

To create Volume Set from a Raid Set, expand the Volume Set Functions in the main
menu and click on the Create Volume Set link. The Select The Raid Set To Create
On It screen will show all existing Raid Sets. Tick on the Raid Set where you want to
create the Volume Set and then click on the Submit button.

aroRRID A anager 2000000000

Il lopen all|close all|

¥ Raid System Console = Select The Raid Set To Create Volume On It ‘

-] Quick Function Select [ Raid Set Name | Member Disks | Raid State ’ Capacity ‘
BHE BAD St Funclions & Raid Set # 000 (88 Normal 8001.6G8
E+3 Volume Set Functions
~[) Create Volume Set |
~{] Create Raid30/50/60 Submit | Raset | |
=) Delete Volume Set
[ Modify volume Set
1) Check Volume Set
~1] Schedule Volume Check
~[) stop Volume Check
E-J Physical Drives
-] System Controls
B3 Information
L) RAID Set Hierarchy
=) System Information
[ Hardware Monitor

The Volume Set setup screen allows user to configure the Volume Name, Capacity,
RAID level, Initialization Mode, Stripe Size, Cache Mode, Tagged Command Queuing, SAS
Port/LUN Base/LUN, and Volume To Be Created.
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aroRAID 0/ anager

lopen all|close all|

-j Raid System Console
#-{J Quick Function

RAID Set Functions
=39 Volume Set Functions

&
{2 Physical Drives

Stop Volume Check

[

XXXXXXXXXXXX

= Enter The Volume Attribute

Volume Name

Member Disks

Volume Initialization Mode

Volume—\VOL#000

8

© [ Create Volume Set Volume Raid Level Raidé =
) Create Raid30/50/60 Max Capacity Allowed 6001.2 GB
j E,i;tf:, \\‘;Zt::: iztt Select Volume Capacity W GB
1) Check Volume Set Greater Two TB Volume Support [ Mo v
{J Schedule Volume Chack

Foreground Initialization

Volume Stripe Size 64 ~ KBytes
{] System Controls 1 =
-=3 Information Volume Cache Mode Write Back -
J RAID Set Hierarchy Tagged Command Queuing Enabled =
1] System Information
L. Harclvears Monitor SAS Port:LUN Base:LUN 0 - 0~
Volumes To Be Created 1

™ confirm The Operation
Submit ] Reset ]

Volume Name:
The default Volume Set name will appear as “Volume---VOL#XXX"”. You can
rename the Volume Set name provided it does not exceed the 16 characters limit.

Raid Level:
Set the RAID level for the Volume Set. Click the down-arrow in the drop-down list. The

available RAID levels for the current Volume Set are displayed. Select the preferred
RAID level.

Capacity:
The maximum Volume Set size is displayed by default. If necessary, change the
Volume Set size appropriate for your application.

Greater Two TB Volume Support:
If the Volume Set size is over 2TB, an option “Greater Two TB Volume Support” will be
automatically provided in the screen as shown in the example above. There are three
options to select: "No”, “64bit LBA”, and “4K Block").

No: Volume Set size is set to maximum 2TB limitation.

64bit LBA: Use this option for UNIX, Linux kernel 2.6 or later, and Windows
Server 2003 + SP1 or later versions. The maximum Volume Set size is up to
512TB.

4K Block: Use this option for Windows OS such as Windows 2000, 2003, or
XP. The maximum Volume Set size is 16TB. Just use the Volume as “Basic Disk”.
Volume can't be used as "Dynamic Disk”; also can’t be used in 512Bytes block
service program.
Initialization Mode:

Set the Initialization Mode forthe Volume Set. Initialization in Foreground mode is

completed faster but must be completed before Volume Set becomes accessible.

Background mode makes the Volume Set instantly available but the initialization process
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takes longer. No Init (To Rescue Volume) is used to create a Volume Set without
initialization; normally used to recreate Volume Set configuration to recover data.

Stripe Size:

This parameter sets the size of the stripe written to each disk in a RAID 0, 1, 0+1,

5 or 6 Volume Set. You can set the stripe size to 4 KB, 8 KB, 16 KB, 32 KB, 64 KB,
or 128 KB.

A larger stripe size produces better-read performance, especially if your computer
does mostly sequential reads. However, if you are sure that your computer does
random reads more often, select a small stripe size.

I

NOTE Stripe Size in RAID level 3 can’t be modified.

Cache Mode:

The RAID subsystem supports two types of write caching: Write-Through and Write-
Back.

Write-Through: data are both written to the cache and the disk(s) before the
write I/0 is acknowledged as complete.

Write-Back: when data is written to cache, the I/0 is acknowledged as complete,
and some time later, the cached data is written or flushed to the disk(s). This

provides better performance but requires a battery module support for the
cache memory, or a UPS for the subsystem.

Tagged Command Queuing:
When this option is enabled, it enhances the overall system performance under

multi-tasking operating systems by reordering tasks or requests in the command
queue of the RAID system. This function should normally remain enabled.

SAS Port/LUN Base/LUN:

SAS Port: Each RAID controller has two 3Gbps SAS Host Channels (ports). Select
the SAS port where to map the LUN (Volume Set). Options are: O, 1 and 0&1
Cluster. 0&1 Cluster will make the LUN visible on both SAS ports.

LUN Base: The base LUN number. Each LUN Base supports 8 LUNSs.

LUN: Each Volume Set must be assigned a unique LUN ID number. A SAS Port can

connect up to 128 devices (LUN ID: 0 to 127). Select the LUN ID for the
Volume Set.

NOTE: Refer to Appendix 1 for more information about mapping
£ LUNs/Volumes to Host Channel/Port in Dual Controller Mode.

Volumes To Be Created: Use this option to create several Volume Sets with the same
Volume Set attributes. Up to 128 Volume Sets can be created.
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To create a Raid30/50/60 Volume Set, move the mouse cursor to the main menu and
click on the Create Raid30/50/60 link. The Select Multiple RaidSet For
Raid30/50/60 screen will show all Raid Sets. Tick on the Raid Sets that you want

to include in the creation and then click on the Submit button.

& .—.\\_
‘\ (N
V)

NOTE: Maximum of 8 Raid Sets is supported. All Raid Sets must
contain the same number of disk drives.

nroRAID Fanager X000

|open all|close all|

3 Raid System Console

» Select Multiple RaidSet For Raid20/50/60 (Max 8 RaidSet Supported)

E{] Quick Function 3 Raid Set # 000 |5
EH{J RAID Set Functions =
El- LJ Vc\ume Set Functions

Create Volume Set

Raid Set # 001 |5

5001.0GB
5001.0GB

5001.0GB
5001.0GB

Create Raid30/50/60 [ Submit | Reset |

Delete Volume Set
Modify Volume Set
Check Volume Set
Schedule volume Check
Stop Volume Check
B Physical Drives
B_] System Controls
EH=3 Information
) RAID Sat Hierarchy
{) system Information
“{) Hardware Monitor

bbubibu

Configure the Volume Set attributes (refer to previous section for the Volume Set
attributes). When done, tick Confirm The Operation and click on Submit button.

aroRAID foanaun XXXXXOXXX

‘ |open all|close all|

@ Raid System Console = Enter The Volume Attribute

] Quick Function

‘ -] RAID Set Functions

=R :! Volume Set Functions
+) Create Volume Set
) Create Raid30/50/60
) Delete Vaolume Set

D
1) Modify Volume Set
D
&

Volume Name
|\Member Disks
Il

|\m|ume Raid Level

|Max Capacity Allowed

Select Volume Capacity

Check Volume Set | Greater Two TB Volume Support
#1] Schedule Volume Check I

D Stop Volume Check
#-{] Physical Drives

-] System Controls

-1 Information

+) RAID Set Hierarchy

{3} system Information
) Hardware Monitor

Volume Initialization Mode
Volume Stripe Size
Volume Cache Mode
.Tagged Command Queuing
.SAS Port:LUN Base:LUN

Volumes To Be Created

Volume—VOL#000

2x5

50 -

8001.6 GB

. 8001.6 GB

No -
Foreground Initialization
64 ~ KBytes

Write Back -

Enabled ~

0 - .0

=

-

[~ Confirm The Operation

Submit l Resetl
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5.3.3 Delete Volume Set

To delete a Volume Set, select the Volume Set Functions in the main menu and
click on the Delete Volume Set link. The Select The Volume Set To Delete
screen will show all available Raid Sets. Tick on a Raid Set and check the Confirm
The Operation option and then click on the Submit button to show all Volume Sets
in the selected Raid Set. Tick on a Volume Set and check the Confirm The
Operation option. Click on the Submit button to delete the Volume Set.

aroBAID O anager 00000000000

| lopen all|close all|

’j Raid System Console

{1 Quick Function

£ RAID Set Functions
B3 Volume Set Functions
i -1} Create Volume Set

L) Create Raid30/50/60
“{) Delete Volume Set
1) Modify Volume Set
-) Check Velume Set
] Schedule Volume Check
i -] Stop Volume Check
(] Physical Drives
1] System Controls
B3 Information
- RAID Set Hierarchy
[} system Information
“{) Hardware Monitor

= Select The Volume Set To Delete

Select | Volume Set Name | On Raid Set

I Capacity

= Volume---VOL#000 |Raid Set # 000

7001.4GB

" Confirm The Operation

Submit ] Resel‘
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Modify Volume Set

Use this function to modify Volume Set configuration.

1. Click on the Modify Volume Set link.

SAS to SAS/SATA Il RAID Subsystem

aroRAID Mfanauu XXXXXXXXXXXX

|open all|close all| .

# Raid System Console = Select The Volume Set For Modification

8] Quick Function Select !Volume Set Name | On Raid Set | Capacity

i RAID Set Functions @ Volume---VOL#000 |Raid Set # 000 6000.0GB

E| 3 Volume Set Functions
H [ create Volume Set
{J Create Raid30/50/60

Submit | Fieseli

{1 Delete Volume Set

1] Modify Volume Set
[ Check Volume Set
-] Schedule Voluma Check
. [ stop Volume Check
I] -] Physical Drives
! -] System Controls
B3 Information
-] RAID Set Hierarchy
[ system Information
=] Hardware Monitor

4 [ ]

2. Tick from the list the Volume Set you want to modify. Click on the Submit
button.

The following screen appears.

aroRAID *#anager XXXXXXXXXXXX

|open all|close all|

8 Raid System Console = Enter The Volume Attribute

iVu\umef\f'O L#000

70014 GB

{21 Quick Function
"] RAID Set Functions
=3 Volume Set Functions

Volume Name

Max Capacity Allowed

) Create Volume Set Volume Capacity !6000.0 B

1) Create Raid30/50/60 T -
) Delste Volume Sat Volume Initialization Mode Foreground Initialization
) Modify Volume Set Volume Raid Level Raid5 -

{) Check Volume Set =

] Schedule Volume Check ¥olgnn Stops Sip 64~ KBytes

9

Stop Volume Check
2 Physical Drives

] System Controls

B3 Information

] RAID Set Hierarchy

Volume Cache Mode Write Back -

Tagged Command Queuing Enabled -

SAS Port:LUN Base:LUN 0 .0

1 System Information

[ Lisrawsta Momitor [~ Confirm The Operation

Submit | Resetl

L T T—

To modify Volume Set attribute values, select an attribute item and click on the attribute
value. After completing the modification, tick on the Confirm The Operation option and
click on the Submit button to save the changes.
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5.3.4.1 Volume Set Expansion

Volume Capacity (Logical Volume Concatenation Plus Re-stripe)

Use the Expand Raid Set function to expand a Raid Set when a disk is added to your
subsystem. (Refer to Section 5.2.3)

The expanded capacity can be used to enlarge the Volume Set size or create another
Volume Set. Use the Modify Volume Set function to expand the Volume Set capacity.
Select the Volume Set and move the cursor to the Volume Set Capacity item and enter
the capacity size.

Tick on the Confirm The Operation and click on the Submit button to complete the
action. The Volume Set starts to expand.

aroBAID CHanager 00000000000

|open all|close all|

8 Raid System Console = Enter The Volume Attribute I

-] Quick Function Volume Name Volume—VOL#000

RAID Set Functions

< Volume Set Functons Max Capacity Allowed 70014 GB

=1 Create Volume Set | Volume Capacity D i (2]
[ Create Raid30/50/60

{) Delete Volume Set | volume Initialization Mods Fo nd Initialization
i~ Modify Velume Set Volume Raid Level Raid5 ~
I ¢ -[) check volume Set l =
i 1) Schedule Volume Check | volume Stripe Size 64 ~ Kaytes

.11 stop Volume Check Volume Cache Mode Write Back =
#-] Physical Drives | = - |
{1 System Controls Tagged Command Queuing Enabled ~
= Information |SAS Port:LUN Base:LUN 0 =IFF =P
~{]) RAID Set Hierarchy |
{1 system Information
~1] Hardware Monitor

| ™ Confirm The Operation
| Submn] Reset]

a N
\ | NOTE: The Volume Set capacity of Raid30/50/60 cannot be
< expanded.
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5.3.4.2 Volume Set Migration

Migration occurs when a Volume Set migrates from one RAID level to another,
a Volume Set stripe size changes, or when a disk is added to a Raid Set.
Migrating status is displayed in the Volume Set status area of the RaidSet
Hierarchy screen during migration.

|open all|close all| - [=]
4 Raid System Console I” Stop Auto Refresh
3 Quick Function | » RaidSet Hierarchy
TR BAID Sel Bmctions RAID Set | pevi Vol Set(Port/Li | vol Stat | capacity |
: 1
3 Velume Set Functions e evices 'olume (Po: un) olume State apacity
] Physical Drives Raid Set # 000  E#1Slot#1 Volume---VOL #000{0/0) Migrating(0.1%) 7001.4GB
D System Controls E#1Slot#2
B3 Information Ez1Slot=3
3 RAID Set i—flierar.chy E#1Slot#4 I l
-1 System Information e T
= # 4
-] Hardware Monitor i
E#1Slot=6
E#1Slot#7
E#1Slot#8
E#1Slot#9—
E#1Slot£10—
E£1Slot#11—
Device I Usage | Capacity | Model
Raid Set # 000 |1000.2GB Hitachi HDE721010SLA330
Raid Set # 000 |1000.2GB Hitachi HDE721010SLA330
=) Raid Set # 000 |1000.2GB Hitachi HDE721010SLA330
< . » T e
p
- - R R R
NOTE: The Stripe Size of a Raid30/50/60 Volume Set cannot be

[i>°6) modified.
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5.3.5 Check Volume Set

Use this function to perform Volume Set consistency check, which verifies the
correctness of redundant data (data blocks and parity blocks) in a Volume Set. This
basically means computing the parity from the data blocks and comparing the results
to the contents of the parity blocks, or computing the data from the parity blocks and
comparing the results to the contents of the data blocks.

,\ . NOTE: The Volume Set state must be Normal in order to perform
\ Check Volume Set. Only RAID levels with parity (redundant data)
- | such as RAID Levels 3, 5, 6, 30, 50 and 60, support this function.

To perform Check Volume Set function:
1. Click on the Check Volume Set link.

2. Tick from the list the Volume Set you want to check. Select the Check Volume
Set options.

oroBRAID (A anager  X00COOCOOOOK

|open all|close all]

-_@ Raid System Console

B+_] Quick Function

Bl-{] RAID Set Functions

B3 Volume Set Functions
+1] Create Volume Set
=[] Create Raid30/50/60
) Delete vVolume Set

() Check Volume Set

[ schedule Volume Check

- Stop Volume Check
-] Physical Drives

= Select The Volume Set To Be Checked

Select | Volume Set Name | On Raid Set [ Capacity

= Volume---VOL#000 |(Raid Get # 000 7001.4GB

¥ Scrub Bad Block ¥ Bad Block Is Found, Assume Parity Data Is Good.

¥ Re-compute Parity If Parity Error Is Found, Assume Data Is Good.

I Confirm The Operation

Submit I Fiasetl

B-_] System Controls

B3 Information

+[) RAID Set Hierarchy
[} System Information
) Hardware Monitor

Check Volume Set Options:

e Scrub Bad Block If Bad Block Found, Assume Parity Data is Good
e Re-compute Parity if Parity Error, Assume Data is Good

\ NOTE: When the 2 options are not selected, it will only check
@A »  for errors. It is recommended to perform Check Volume Set

the two options can be selected and redo Check Volume Set to
correct the errors.

with the 2 options unselected at first. If the result shows error,
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3. Tick on Confirm The Operation and click on the Submit button. The Checking

process will be started.

The checking percentage can also be viewed by clicking on RaidSet Hierarchy in the
Information menu.

aroRAID O/ anager

I |open all|close all|

3 Raid System Console

1 Quick Function

{71 RAID Set Functions
] Volume Set Functions
{1 Physical Drives

-] System Controls
B3 Information

) RAID Set Hierarchy
~{) System Information
) Hardware Monitor

i m

XXXXXXXXXXXX

=

[~ Stop Auto Refresh
= RaidSet Hierarchy
RAID Set I Devices IVolume Set{Port/Lun) | Volume State [Capacity
Raid Set # 000 |E#1Slot#1 |Volume---VOL#000{0/0) |Chacking(0.0%) |7001.4GB

.I.E.#l__S\Ut#Q

|[E=1Slot=3

E#1Slot#4

|[E21slotes

E#1Slot#6

E#1Slot?7

|Ez1Slot28 I
= Enclosure#1 : SAS RAID Subsystem V1.0 I
Device I Usage [ Capacity I Model I
E}tl Raid Set # 000 |1000.2GB Hitachi HDE721010SLA330
SIOt£2 pid Set # 000 [1000.268 | Hitachi HDE721010SLA330
(0:0) |
Slot=3 Raid Set # 000 EIUUU‘ZGE Hitachi HDE721010SLA330
1S|ut#4 |Raid Set # 000 |1000.2GB Hitachi HDE721010SLA330
(0:1) |
Slotzs Raid Set # 000 |1000.2GB Hitachi HDE721010SLA330
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5.3.6 Schedule Volume Check

To perform Check Volume Set by schedule, follow these steps:

1. Click on the Schedule Volume Check link.

2. Select the desired schedule that you wish the Check Volume Set function to run.
Tick on Confirm The Operation and click on the Submit button.

Scheduler: Disabled, 1Day (For Testing), 1Week, 2Weeks, 3Weeks, 4Weeks, 8Weeks,

12Weeks, 16Weeks, 20Weeks and 24Weeks.

Check After System ldle: No, 1 Minute, 3 Minutes, 5 Minutes, 10 Minutes, 15 Minutes,
20 Minutes, 30 Minutes, 45Minutes and 60 Minutes.

aroBAID O/ anager XXOOXXXXXXXX

| |open all|close all]

_ﬂ Raid System Console
2] Quick Function
B+{"] RAID Set Functions
E! 23 Volume Set Functions
1] Create Volume Set
{J create Raid30/50/60
-] Delete Volume Set
{1 Modify Volume Set
-] Check Volume Set
1 schedule Volume Check

| m Scheduled Volume Checking

|Scheduler : Disabled -

|Checking After System Idle : No T
¥ Scrub Bad Block If Bad Block Is Found, Assume Parity Data Is Good.
I Re-compute Parity If Parity Error Is Found, Assume Data Is Good.
i
| ™ Confirm The Operation
3 Subm\t1 Reseti

! -] Stop Volume Check |

I1 CI Physical Drives
B System Controls
B3 Information
) RAID Set Hierarchy
-] System Information
[ Hardware Monitor

P —TT—

Information will be displayed.

NOTE: To verify the Volume Check schedule, go to Information ->
RAID Set Hierarchy -> select the Volume Set -> the Volume Set

| = Volume Set Information

i Volume Set Name

|Raid Set Name Raid Set # 000

Volume---VOL#000

| Volume Capacity 7001.4GB

|SAS Port/Lun 0/0

Raid Level .Raid 5

iStrlpe Size 64KBytes

:.Block Size .512thes

:Member Disks .8

| Cache Mode 'Write Back

'Tagged Queuing |Enabled

| Volume State .Normal
_0:23:59:6

iTirne To Volume Check
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5.3.7 Stop Volume Check

Use this option to stop current running Check Volume Set process.

—

. .‘"’1 4

|open all|close all|
# Raid System Console

F-2] Quick Function

E+{] RAID Set Functions
B3 Volume Set Functions
) create Volume Set
~{) Create Raid30/50/60
) Delete Volume Set
) Modify Volume Set
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5.4 Physical Drive

Choose this option from the Main Menu to select a disk drive and to perform the
functions listed below.

5.4.1 Create Pass-Through Disk

A Pass-Through Disk is a disk drive not controlled by the internal RAID subsystem
firmware and thus cannot be a part of a Volume Set. A Pass-Through disk is a
separate and individual Raid Set. The disk is available to the host as an individual
disk. It is typically used on a system where the operating system is on a disk not
controlled by the RAID firmware.

To create pass-through disk, click on the Create Pass-Through link under the
Physical Drives main menu. The setting function screen appears.

Select the disk drive to be made as Pass-Through Disk and configure the Pass-
Through Disk attributes, such as the Cache Mode, Tagged Command Queuing, and
SAS Port/LUN Base/LUN for this volume.

aroRAID 0/ anager

Ilopen all|close all|

XXXXXXXXXXXX

® Raid System Console = Select the IDE drive For Pass Through

&+ Quick Function
#-{] RAID Set Functions

= Enclosure#1 : SAS RAID Subsystem V1.0 [

! @ |slot#9 1000.2GB  |Hitachi HDE721010SLA330
-] Volume Set Functions
5 3 Physical Drives © |glot#10 1000.2GB  |Hitachi HDE721010SLA330
] Creake Pass-Through Disk C |Slotz11 1000.2GB | Hitachi HDE721010SLA330
Modify a Pass-Through Disk I 3 R
€ |Slot#12 1000.2GB  |Hitachi HDE721010SLA330

Delete Pass-Through Disk

Identify Enclosure
“{1 Identify Drive

{1 system Information
“{1 Hardware Monitor

= Enter Pass Through Disk Attribute

E (] System Controls Volume Cache Mode Write Back -
E-33 Information Tagged Command Queuing Enabled
++4] RAID Set Hierarchy '
i SAS Port:LUN Base:LUN o - 4

™ confirm The Operation

Submit I Reset I
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5.4.2 Modify a Pass-Through Disk

Use this option to modify the attribute of a Pass-Through Disk. User can modify the
Cache Mode, Tagged Command Queuing, and SAS Port/LUN Base/LUN on an existing
Pass-Through Disk.

To modify the Pass-Through drive attribute from the Pass-Through drive pool, click
on the Modify a Pass-Through Disk link. The “Select The Pass-Through Disk For
Modification” screen appears. Tick on the Pass-Through Disk from the Pass-Through
drive pool and click on the Submit button to select the drive.

The Enter Pass-Through Disk Attribute screen appears. Modify the drive attribute
values as you want.

aroBAID O anager 300000000000

|open all|close all|

= Select The Pass Through Disk For Modification !

3# Raid System Conscle
(2] Quick Function = Enclosure#1 : SAS RAID Subsystem V1.0 i
it ] EAI oot Erhe o & |siot=9 1000.2GB  |Hitachi HDE721010SLA330

#-{J Volume Set Functions

hysical Drives | |
Create Pass-Through Disk | Submit I Reset I {
Modify a Pass-Through Disk || |
Delete Pass-Through Disk

i+ [ 1dentify Enclosure

i =) Identify Drive

-] System Controls

B3 Information
=) RAID Set Hierarchy
~{) system Information
[ Hardware Monitar

< [0 ¥
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5.4.3 Delete Pass-Through Disk

To delete Pass-Through Disk from the Pass-Through drive pool, click on Delete
Pass-Through link. Select a Pass-Through Disk, tick on the Confirm The Operation
and click the Submit button to complete the delete action.

aroBAID Fanager 20000000000

|open all|close all| “ | i
& Raid System Console = Select The Pass Through Disk To Delete |
#-{_] Quick Function = Enclosure#1 : SAS RAID Subsystem V1.0 |
I BAdDsSeL Buric Hons & |slot#g 1000.2GB  |Hitachi HDE7210105SLA330
-7 Volume Set Functions 4 g
B3 Physical Drives

=] Create Pass-Through Disk " Confirm The Operation

._‘l Modify a Pass-Through Disk Submit i Resetl

L1 Delete Pass- Through Disk

1] Identify Enclosure

-] 1dentify Drive

B-{Z] System Controls

B3 Information

-] RAID Set Hierarchy
{1 system Information
~{] Hardware Monitor

e —F— ]
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5.4.4 ldentify Enclosure

To identify an Enclosure, move the mouse cursor and click on Identify Enclosure link.
The Select The Enclosure For ldentification screen appears. Tick on the enclosure
from the list of enclosures, then click on the Submit button to identify the selected
enclosure. All disk drives’ Status LEDs in an enclosure will be blinking when a particular
enclosure is selected.

nroRRID A anager  XO000COCOO0K

|
| lopen all|close all|

| m Select The Enclosure For Identification [

-j Raid System Console
I'ﬁ 23 Quick Function @ |Enclosure#1 : GAS RAID Subsystem V1.0

B} RAID Set Functions |
B-{J Volume Set Functions I

B4 Physical Drives jlas bt J Hesel ] ‘
[ create Pass-Through Disk ]
) Modify a Pass-Through Disk
[} Delete Pass-Through Disk
() Identify Enclosure

i ) Identify Drive

B-{} System Controls

B33 Information

{1 RAID Set Hierarchy

0 System Information

“{] Hardware Monitor
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5.4.5 Ildentify Selected Drive

Use this option to physically locate a selected drive to prevent removing the wrong drive.
When a disk drive is selected using the Identify Drive function, the Status LED of the
selected disk drive will be blinking Red.

To identify a selected drive from the drives pool, click on the Identify Drive link. The
“Select The IDE Device For identification” screen appears. Tick on the IDE device from the
drives list. After completing the selection, click on the Submit button to identify
selected drive.

|open all | close all | = Select The Device For Identification
= Enclosure#1 : SAS RAID Subsystem V1.0
B Rk Sycten Consoke & |slotz1 36.8GB FUIITSU MBC2036RC
B+_] Quick Function ki : - i
{Z] RAID Set Functions ©  |Slotz2 36.8GB FUIITSU MBC2036RC
] Volume Set Functions ¢ |slotz3 36.8GB FUJITSU MBC2036RC
Physical Drives
[ Create pass Throligh Disk |Slot=4 73.5GB FUIITSU MBB2073RC
. 1) Modify a Pass-Through Disk ©  |Slot2s 36.8GB FUJITSU MBC2036RC
Delete Pass-Through Disk
@ Delets PassThrough D ©  |slot#6 36.8GB FUIITSU MBC2036RC
1 1de osure |
) ide i |Slot#7 36.8GB FUIITSU MBC2036RC
Q) System Controls ¢ |Slot=8 36.8GB FUIITSU MBC2036RC
B-{7] Information
€ |slotzo 36.8GB FUIITSU MBC2036RC
¢ |slot#10 36.8GB FUIITSU MBC2036RC
¢ |Slot#11 36.8GB FUJITSU MBC2036RC
¢ |slot#12 36.8GB FUJITSU MBC2036RC
¢ |[slot#13 36.8GB FUJITSU MBC2036RC
©  |slotz14 36.8GB FUIITSU MBC2036RC
¢ |slot#15 36.8GB FUIITSU MBC2036RC
|Slot=16 73.5GB FUJITSU MBB2072RC
€ |slot#17 36.8GB FUIITSU MBC2036RC
¢ |slot#18 36.8GB FUIITSU MBC2036RC
¢ |Slot#19 73.5GB FUJITSU MBB2073RC
€ |Slot#20 36.8GB FUIITSU MBC2036RC
© |slot#21 73.5GB FUIITSU MBB2073RC
©  |Slot22 36.8GB FUJITSU MBC2036RC
C  |Slot#23 36.8GB FUIITSU MBC2036RC
|Slotz24 36.8GB FUIITSU MBC2036RC
< | = uhmit | Docat |
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5.5 System Controls

5.5.1 System Configuration

To set the RAID subsystem system configuration options, click the System
Configuration link under the System Controls menu. The System
Configurations screen will be shown. Set the desired system option as needed.

aroRAID 0/ anager

XXXXXXXXXXXX

=

lopen all|close all|

% Raid System Console

= System Configurations

B Quick Function System Beeper Setting Enabled =
B RaID Set Functions =
¥ Yolume Set Functions Background Task Priority High(B0 %) b
®-J Physical Drives JBOD/RAID Configuration RAID =
-3 Systemn Controls
D BT SATA NCQ Support Enabled
) Hdd Power Management HDD Read shead Cache Enabled hd
~L) EtherMet Configuration ,—_I
() Alart By Mail Canfiguration Yolume Data Read Ahead Marmal
~{] SNMP Configuration HDD Queus Depth 32 b2
=[] MTP Configuration
[ Wiew Events/Mute Beeper Disk Write Cache Mode Enabled x
1) Generate Test Event Disk Capacity Truncation Mode Mo Truncation =
) clear Event Buffer ‘
-] Modify Password
~0) Upgrade Firmwars " confirm The Operation ‘
=) Shutdown Controller Submit | Reset | ‘
=) Restart Controller

B Information |

i

System Beeper Setting:

This option is used to Disable or Enable the system’s RAID controller alarm beeper.

Background Task Priority:

The Background Task Priority indicates how much time and system resource the RAID
controller devotes to a background task, such as a rebuild operation. The RAID
subsystem allows user to choose the background task priority (High 80%, Medium 50%,
Low 25%, and Ultra Low 5%) to balance between background task process and
Volume Set access. For high RAID subsystem performance, specify a low value.

JBOD/RAID Configuration:
The RAID subsystem supports JBOD and RAID configuration.

SATA NCQ Support:

NCQ is a command protocol in Serial ATA that can only be implemented on native Serial
ATA hard drives. It allows multiple commands to be outstanding within a drive at the
same time. Drives that support NCQ have an internal queue where outstanding
commands can be dynamically rescheduled or re-ordered, along with the necessary
tracking mechanisms for outstanding and completed portions of the workload.

Disabled or Enable the SATA NCQ function.
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HDD Read Ahead Cache:

This option allows the users to disable the cache of the HDDs on the RAID
subsystem. In some HDD models, disabling the cache in the HDD is necessary to
prove the RAID subsystem functions correctly.

Volume Data Read Ahead:

This option allows the users to set the Volume Data Read Ahead function. Options
are: Normal, Aggressive, Conservative, and Disabled.

HDD Queue Depth:

The queue depth is the number of 1/0 operations that can be run in parallel on a disk
drive. HDD Queue Depth options are 1, 2, 4, 8, 16, and 32.

Disk Write Cache Mode:

The RAID subsystem supports Disk Write Cache Mode options: Auto, Enabled, and Disabled.
If the RAID subsystem has BBM (battery backup module), selecting the Auto option will
automatically enable Disk Write Cache. On the other hand, if there is no BBM, the Auto
option will disable Disk Write Cache.

Disk Capacity Truncation Mode:

The RAID subsystem use drive truncation so that drives from different vendors are
more likely to be able to be used as spares for each other. Drive truncation slightly
decreases the usable capacity of a drive that is used in redundant units. Options are:

Multiples Of 10G: If you have several 120GB drives from different vendors,
chances are that the capacity varies slightly. For example, one drive might be
121.1 GB, and the other 120.4 GB. This drive truncation mode makes the
121.1 GB and 120.4 GB drives same capacity as 120 GB so that one could
replace the other.

Multiples Of 1G: If you have 120 GB drives from different vendors, chances
are that the capacity varies slightly. For example, one drive might be 121.1
GB, and the other 121.4 GB. This drive truncation mode makes the 121.1 GB
and 121.4 GB drives same capacity 121 GB so that one could replace the other.

No Truncation: The capacity of the disk drive is not truncated.
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5.5.2 HDD Power Management

MAID (Massive Array of Idle Disks) is a storage technology that employs a large group
of disk drives in which only those drives in active use are spinning at any given time.
This reduces power consumption and prolongs the lives of the drives.

MAID is designed for Write Once, Read Occasionally (WORO) applications such as Data
Backup, Document, Mail server, and so on.

MAID technology focuses on "Green Storage Concept" to save power consumption and
enhance disk drives effective usage, i.e., "disk drives are spun down when there is no
activity or 1/0 on the drives".

In the RAID subsystem, MAID is implemented in the HDD Power Management menu.
Using the Advanced Power Management (APM) function of disk drives, HDD Power
Management has three options (MAID Levels): (Level 1) Place idle drives in Lower Power
Mode, where the drives’ heads are unloaded; (Level 2) Place idle drives in Low RPM
Mode, where drives’ heads are unloaded and slows down to around 4000 RPM; and
(Level 3) Spin down idle drives, where drives stops spinning and goes into sleep mode.
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® raid System Console = Hdd Power Management

#-{J Quick Function Stagger Power On Control 07
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&-{J Physical Drives Time To Hdd Low RPM Mode W
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- Hdd Fower Management |
. L) Ethernet Configuration " Confirm The Operation |
L1 alert By Mail Cnm.ﬂguratmn Submit l Resat | ‘
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L1 NTP Configuration |
i o[ View Events/Mute Beeper
- [ Generate Test Event
| 0 clear Event Buffer
[ Modify Password
\ +[) Upgrade Firmware
-1 shutdawn Contraoller
“[ Restart Contraller
-] Information

d | 5]

Stagger Power On Control:

This option allows the RAID subsystem’s power supply to power up in succession
each HDD in the RAID subsystem. In the past, all the HDDs on the RAID subsystem
are powered up altogether at the same time. This function allows the power
transfer time (lag time) from the last HDD to the next one be set within the range of
0.4 to 6.0 seconds. Default is 0.7 seconds.

Time to HDD Low Power ldle: (MAID Level 1)

This option enables the RAID subsystem to place idle HDDs of a Raid Set in Low
Power Mode, where drives’ heads are unloaded. The power consumption of the Idle
HDD saving is around 15% to 20%. Recovery time is under a second.

Options are: Disabled, 2, 3, 4, 5, 6, and 7 (Minutes).
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Time to HDD Low RPM Mode: (MAID Level 2)

This option enables the RAID subsystem to place idle HDDs of a Raid Set in Low RPM
Mode, where drives’ heads are unloaded and drive platters speed is reduced to
around 4000 RPM. The power consumption of the Idle HDD saving is from 35% to
45%. Recovery time is 15 seconds.

Options are: Disabled, 10, 20, 30, 40, 50, and 60 (Minutes).

Time to Spin Down ldle HDD: (MAID Level 3)

This option enables the Raid subsystem to spin down HDDs of a Raid Set after they
become idle after a preset period of time. In this level, the drives stop spinning and
go into sleep mode. The power consumption of the Idle HDD saving is from 60% to

70%. Recovery time is 30 to 45 seconds.

Options are: Disabled, 1 (For Test), 3, 5, 10, 15, 20, 30, 40, and 60 (Minutes).

N NOTE: To verify if the disk drive you use supports MAID or APM,
select “RaidSet Hierarchy” and click the disk drive (E# Slot#) link.
Check in the Device Information screen if the Disk APM Support
shows “Yes™.
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5.5.3 EtherNet Configuration
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To set the Ethernet configuration, click the EtherNet Configuration link under the
System Controls menu. The RAID subsystem EtherNet Configuration screen will be
shown. Set the desired configuration. Once done, tick on the Confirm The Operation

and click the Submit button to save the settings.
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% Raid System Console
B{] Quick Function
B RaID Set Functions
B-{] Yolume Set Functions
B-(] Physical Drives
B3 System Controls

~{) System Configuration

SO0

1) Hdd Power Management
1) Etheriet Configuration
1) alert By Mail Configuration
1) SNMP Configuration

1) NTP configuration
~L] View Events/Mute Besper
-~} Generate Test Event
-] Clear Event Buffer

1) Madify Password

L) Upgrade Firmware

1) Shutdown Controller

1) Restart Controller
Information
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S
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= Ether Net Configurations

DHCP Function

Local IP Address (Used If DHCP Disabled)
Gateway IP Address (Used If DHCP Disabled)
Subnet Mask (Used If DHCP Disabled)

HTTR Port Mumber (7168,.8191 Is Reserved)
Telnet Port Mumber (7168.,8191 Is Reserved)

SMTF Port Mumber (7168..8191 s Reserved)
Current IP Address

Current Gateway IP Address

Current Subnet Mask

Ether Met MAC Address

Enabled >

|EZE I | [

[z s |n I

[ 25 = o

11

192.168.1.111

192,168.1.1

|255,255,255.0
100.18.4D.01.04.76

[ confirm The Operation

‘ Submit I Reset |

NOTE: If HTTP, Telnet and SMTP Port Number is set to “0”, the
service is disabled.
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5.5.4 Alert By Mail Configuration

To set the Event Notification function, click on the Alert By Mail Configuration link
under the System Controls menu. The RAID subsystem Event Notification configuration
screen will be shown. Set up the desired function and option. When an abnormal
condition occurs, an error message will be emailed to the email recipient(s) that a
problem has occurred. Events are classified into 4 levels (Urgent, Serious, Warning, and

Message).
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® Raid System Console

£{_] Quick Function

5] RAID Set Functions

5] Wolume Set Functions

1] Physical Drives

B3 System Contrals

: 0 System Configuration
1 Hdd Power Management
@ E
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~1) SNMP Configuration

1] NTP Configuration

~1) View Events/Mute Beeper
{1 Generate Test Event

1) Clear Event Buffer

~1) Modify Password

1) Upgrade Firmware

{1 shutdown Controller

) Restart Cantroller

BJ Informatian

E
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£
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= SMTP Server Configuration

SMTP Server 1P Address

= Mail Address Configurations

o fo o In

Sender Mame :
Account : I

MailTo Namel :
MailTo Name2 :
MailTo Names
MailTo Named :

= Event Notification Configurations

Mail address @ |

Password ;

Mail Address |

Mail address : |

Mail Address : |

Mail address : |

Dizahle Event Motification
Urgent Errar Motification

Serious Error Motification
Warning Error Motification

Infarmation Motification

d|oo|jo|o|l®

Matification For Mo Event

Mo Event Notification will Be Sent

Send Only Urgent Event

Send Urgent and Serious Event

Send Urgent, Serious And Warning Event

Send all Event

Motify User If No Event Occurs Within 24 Hours

I confirm The Operation

¥ s

Submit | Reset |

n

Vi)

NOTE: If Event Notification by email is enabled, every 30 of event
log will be sent to the email recipient(s) as one package log.
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5.5.5 SNMP Configuration

The SNMP gives users independence from the proprietary network management schemes
of some manufacturers and SNMP is supported by many WAN and LAN manufacturers
enabling true LAN/ WAN management integration.

To set the SNMP function, move the cursor to the main menu and click on the
SNMP Configuration link. The RAID subsystem’s SNMP Configurations screen
will be shown. Select the desired function and set the preferred option.

|open all|close all| B e =
% Raid System console = SNMP Trap Configurations
' Quick Function (u] o o J
R&AID Set Functions SHMP Trap IP Address #1 q Part# 162
3 valume Set Functions
{2 Physical Drives 0 o P |
System Controls SHMP Trap IP Address #2 I_D Port#  ||162
[) System Configuration
) Hdd Power Management 0 b b )
1) Etherdet Configuration SNMPETraRIIR: ftdress £ 3 I—D Part#  ||162
) alert By Mail Configuration
L) Shmp Configuration = SNWMP System Configurations
L] NTP Configuration Cormimunity —
H 0 wiew Events/Mute Beeper
H ) Generate Test Event sysCantact.0 |
[ Clear Event Buffer N 5 |
~[) Modify Passward Ry e
L) Upgrade Firmware sysLocation. |
() Shutdown Controller
i L) pestart controller = SNMP Trap Notification Configurations
(] Informatian & Disable SHNMP Trap Mo SNMP Trap Will Be Sent
e Urgent Errar Motification Send Only Urgent Event
€ Serinus Error Naotification 1Send Urgent 4and Serious Event
€ Warning Error Motification 1Send Urgent, Serious And Warning Event
€ Information Notification Send All Event =
— ™ canfirm The Operation -
4l | _>lJ I ; ~F |

SNMP Trap Configurations: Type in the SNMP Trap IP Address box the IP address of
the host system where SNMP traps will be sent. The SNMP Port is set to 162 by default.

SNMP System Configuration:

Community: Type the SNMP community. The default is public.

(1) sysContact.O, (2) sysLocation.O, and (3) sysName.0O: SNMP parameter (31
bytes max). If these 3 categories are configured and when an event occurs, SNMP
will send out a message that includes the 3 categories within the message. This
allows user to easily define which RAID unit is having problem.

SNMP Trap Notification Configurations: Select the desired option.

After completing the settings, tick on the Confirm The Operation and click on the
Submit button to save the configuration.

SNMP also works in the same as Alert By Mail when sending event notifications.
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5.5.6 NTP Configuration

NTP stands for Network Time Protocol. It is an Internet protocol used to synchronize
the clocks of computers to some time reference. Type the NTP Server IP Address to
enable the RAID subsystem to synchronize with it.

To set the NTP function, move the cursor to the main menu and click on the NTP
Configuration link. The RAID subsystem’s NTP Configuration screen will be
displayed. Select the desired function and configure the necessary option.

After completing the settings, tick on the Confirm The Operation and click on the

Submit button to save the configuration.

Modify Password

{3 Information

System Configuration

D

D

0

B

iF |

1) WP Confiquratiord
L) View Events/Mute Beeper
) Generate Test Event
1) Clear Event Buffer
B

0

B

0

Upgrade Firrmware
) Shutdown Contraller
Restart Controller

Hdd Power Management
EtherMet Configuration

1 alert By Mail Configuration
SNMP Configuration

Automatic Daylight Saving : |Enabled =

Current Time : 2009/4/20 19:33:29
MTF Server Mot Set
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) R&ID Set Functions
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{1 Physical Drives = Time Zone Configuration

System Caontrols -

Time Zone : | (GMT+05.00)Taipei =

" Confirm The Operation

Submit I Reset |




5.5.7 View Events / Mute Beeper
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To view the RAID subsystem’s event log information, move the mouse cursor to the
System Controls menu and click on the View Events/Mute Beeper link. The Raid
Subsystem’s System Events Information screen appears.

The System Events Information screen will show: Time, Device, Event type, Elapse
Time and Errors.
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% Raid System Console
-] Quick Function

-] RAID Set Functions
-] wolume Set Functions
-] Physical Drives

-3 System Controls

2

System Configuration
Hdd Power Management
EtherMet Configuration
alert By Mail Configuration
SNMP Configuration

MNTP Configuration

iview Events/Mute Beepet
Generate Test Event
Clear Event Buffer

Modify Password

Upgrade Firmware
Shutdown Contraller
Restart Cantroller

B-] Information

|
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FC Channel 1

[a]
= System Events Information ! I
il Dexice Event Type Elapse Time Errors I =
iSUZEJg—UJE—ZU FC Channel 1 FC Link Down
ignzgg—nuﬂ;—zn FC Channel O FC Link Down
?gugéuzézu FC Channel 1 FC Link Down
ngS;D:E_ZD FC Channel 0 FC Link Down
?gnzggnf{QD Enc#1 SLOT 21 PaszThrough Disk Created
?guféuggzu MEmES=VOLEN00E  Jebort‘Chesking 000:01:44 10007
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fg?gﬁ—:uggzu Yolume---¥OL#000 | Dalete Yolums

FC Link Down

This function is also used to silence the beeper alarm.
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5.5.8 Generate Test Event

If you want to generate test events, move the cursor bar to the main menu and click
on the Generate Test Event Link. Tick on the Confirm The Operation and click on
the Submit button. Then click on the View Events/Mute Beeper to view the test
event.
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5.5.9 Clear Event Buffer
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Use this feature to clear the RAID subsystem’s System Events Information buffer.
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5.5.10 Modify Password

To change or disable the RAID subsystem’s admin password, click on the Modify
Password link under the System Controls menu. The Modify System Password
screen appears.

The factory-default admin password is set to 00000000. Once the password has been
set, the user or administrator can only monitor and configure the RAID subsystem by
providing the correct password.

The password is used to protect the RAID subsystem’s configuration from
unauthorized access. The RAID controller will check the password only when entering
the Main Menu from the initial screen. The RAID subsystem will automatically go back
to the initial screen when it does not receive any command after sometime.

To disable the password, enter only the original password in the Enter Original
Password box, leave both the Enter New Password and Re-Enter New Password
boxes blank. After selecting the Confirm The Operation option and clicking the
Submit button, the system password checking will be disabled. No password checking
will occur when entering the main menu from the starting screen.
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» Modify System Password

3
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= System Controls
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] Hdd Power Managsment
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B RAID Set Functions T
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) NTP Configuration

[ view Events/Mute Besper
1) Generate Test Event

1 clear Event Puffer

) Modify Bassward

1) Upgrade Firmware

0 Shutdown Controller

“{1 Restart Controller

B Information

Submit I Reset I

-
4 | »

NOTE: The admin Password characters allowed are ‘A’ — ‘Z’, ‘a’ —
: and ‘0O’ — ‘9’. The minimum number of Password characters is
‘< null/empty (Password is disabled) and maximum number of
Password characters is 15.

5.5.11 Upgrade Firmware

Please refer to Section 6.2 for more information.
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5.5.12 Shutdown Controller

Use this function to shutdown the RAID Controller. This is normally used to make sure the
data in the cache memory are flushed to the disk drives before turning off the RAID
subsystem.
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5.5.13 Restart Controller

Use this function to restart the RAID Controller. This is normally used after upgrading the
RAID controller’s firmware.
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5.6 Information Menu

5.6.1 RAID Set Hierarchy
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Use this feature to view the RAID subsystem’s existing Raid Set(s), Volume Set(s) and
disk drive(s) configuration and information. Select the RAID Set Hierarchy link from the
Information menu to display the Raid Set Hierarchy screen.
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{21 Quick Function RAID Set Devices Volume Set({Port/Lun)

i Volume State | Capacityl

RAID Set Functions Raid Set # 000 E#1Slot*1 Volume---VOL £000{0/0)

Volume Set Functions

: - E#1Slot#2
E-{_] Physical Drives

~ Ez1Slot=3

-] System Controls
B3 Information E#1Slot=4
) RAID Set Hierarchy E#1Siot#5
1) System Information E£1Slot£6
“{) Hardware Monitor E#iSlot=7
E#1Slot#8

MNormal 7001.4GB

= Enclosure#1 : SAS RAID Subsystem V1.0

Device | Usage I Capacity | Model

< m | * (0:A)

Raid Set # 000 |1000.2GB Hitachi HDE721010SLA330
.Raid Set # 000 |1000.2GB .H\tachi HDE7210105LA330
Raid Set # 000 1000.2GB Hitachi HDE721010SLA330
Raid Set # 000 1000.2GB Hitachi HDE7210105LA330
.Raid Set # 000 1000.2GB .H\tachi HDE721010SLA330

Raid Set # 000 |1000.2GB Hitachi HDE721010SLA330

To view the Raid Set information, click the Raid Set # link from the Raid Set Hierarchy

screen. The Raid Set Information screen appears.
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j Raid System Console
BH_J Quick Function Raid Set Name Raid Set # 000

RAID Set Functions Member Disks 8

I
i1 Volume Set Functions Total Raw Capacity 8001.6GB
| [l
S :th'ca‘cD”VSSI Free Raw Capacity 0.0GB
- stem Controls 7 =
e l'nyfurmatlon | Min Member Disk Size 1000.2GB
-{} |RAID Set Hierarchy Raid Set Power State Operating
[} System Information Raid Set State Normal
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To view the disk drive information, click the Slot# link from the Raid Set Hierarchy
screen. The Disk Information screen appears. This screen shows various
information such as timeout count, media error count, and SMART information.
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To view the Volume Set information, click the Volume---VOL# link from the Raid Set

|open all|close all| (=
# Raid System cansole = Device Information
] Quick Function Device Type SaTA(5001B4D000990001)
{0 RAID Set Functions Device Location :Enc\asure#l SLOT 01 ]
1 volume Set Functions Maodel Name ST3250620NS
11 Physical Drives Serial Number |ocEsTERS
é !Iany:otr?nr;tt‘ionnntmls Firmware Rev. .S.AEG
i) RAID Set Hierarchy Disk Capacity 250.1GB
() system Information Current SATA Mode SATAI0O+NCO(Depthls)
“{) Hardware Monitor Supported SATA Mode |SATA300+NCQ(Depthla)
Disk APM Support Yeas
Device State [Narmal
Timeout Count 0
Media Errar Count a
Device Temperature B0
SMART Read Error Rate :108(6)
SMART Spinup Time '96(‘0)
SMaRT Reallocation Count 100{363
SMART Seek Error Rate B6(30)
SMART Spinup Retries 100{97)
SMART Calibration Retries .N‘A‘(N‘A.)
The SMART Attnbute(Threshold) Is A Normalized Value, The Value Is The Larger The Better.
If The Attribute Value Is Smaller Than The Threshold Value, The Disk Is In Unstable State.

¥ o

Hierarchy screen. The Volume Set Information screen appears.
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= Volume Set Information

:Uo\ume Set Name
Raid Set Name

£ Volume Set Functions Volume Capacity 7001.4GE
e
Ef_‘.l InYmrmatmm |Raid Level |Raid 5
) RAID Set Hierarchy Stripe Size 64KBytes
~{] System Information |Block Size |512Bytes
[ Hardware Monitor Member Disks 8
I‘Cache Mode |write Back
ETagged Queuing Enabled
E.Vu\ume State |Normal

|Volume---VOL#000

Raid Set # 000

User Manual




5.6.2 System Information
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To view the RAID subsystem’s controller information, click the System Information link
from the Information menu. The Raid Subsystem Information screen appears.
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1] RAID Set Functions
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{1 Physical Drives

] System Controls

B3 Information

1) RAID Set Hierarchy
) System Information
1) Hardware Monitor

» Controller#1 System Information

Controller Name
|Firmware Version
BOOT ROM Version
.Agilenf TSDK

.MPT Firmware Version
| Serial Number

unit Serial #

.Main Processor

.CPU ICache Size

|cPU DCache Size

CPU SCache Size
.System Memory
.Current IP Address
|Device Mode SAS Chip
SAS Expander Chip
.JBDD Port Link Status
.Dual Controller State.

.V1.4SDC 20100423

V1.48 2010-01-12

V6.10

1.28.2.0

.A004EHBBPR900007

800MHz 10P341 C1

32KBytes

|22KBytes/Write Back
|5 12KEytes,’W_r\te_Back
2048MB/533MHz/ECC

192.168.15.33

.LSISAS 1068E B2

|LSISASX28 Al
Not Linked
Dual Operational

» Controller#2 System Information

Controller Name
Flrmwaré Version
|BOOT ROM Version
| Agilent TSDK

MPT Firmware Version

.V1.48DC 20100423
V1.48 2010-01-12

V6.10

1.28.2.0

|lopen all|close all|

® Raid System Console
2] Quick Function
{20 RAID Set Functions
{J Volume Set Functions
{2J Physical Drives
{2J System Controls
3 Information

) RAID Set Hierarchy
1) System Information
[ Hardware Monitor

T ¥
Current IP Address
Device Mode SAS Chip
SAS Expander Chip
JBOD Port Link Status
Dual Controller State

192.168.15.33
LSISAS1068E B2
LSISASx28 Al
Not Linked

Dual Operational

= Controller#2 System Information

Controller Name
Firmware Version
BOOT ROM Version
Agilent TSDK

MPT Firmware Version
Serial Number

Unit Serial #

Main Processor

CPU ICache Size

CPU DCache Size

CPU SCache Size
System Memory
Current IP Address
Device Mode SAS Chip
SAS Expander Chip
JBOD Port Link Status
Dual Controller State

V1.48DC 20100423
V1.48 2010-01-12
V6.10

1.28.2.0
AQ04EHBBPR2000032

800MHz IOP341 C1
32KBytes
32KBytes/Write Back
S512KBytes/Write Back
2048MB/533MHz/ECC
192.168.15.32
LSISAS1068E B2
LSISASx28 Al

Mot Linked

Dual Operational

.\ *. NOTE: In Dual Controller mode, the System
|

N, ‘ controllers will be displayed.

Information for the two
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The Controller Name, Firmware Version, Serial Number, Main Processor, CPU

Data/Instruction Cache size, System Memory size/speed, Current IP Address, SAS Address,
Target Mode SAS Chip, Device Mode SAS Chip, SAS Expander Chip, Host Port Link Status,

JBOD Port Link Status, and Dual Controller State appear in this screen.

The following are the states under Dual Controller State:

Dual Controller State

Description

Single

Controller is running at Single Mode.

Other Controller Added

The other Controller is added and waiting to start.

Other Controller Booting

The other Controller is starting up.

Other Controller Ready

The other Controller has booted up and ready.

Other Controller Failed

The other Controller is Failed.

Sync Controller State

The two Controllers are synchronizing their
configuration or state.

Sync Controller Cache

The two Controllers are synchronizing the data in
their cache memory.

Dual Operational

The Controller is running.

Initialize

The boot up state when Dual Controller starts up.




5.6.3 Hardware Monitor

SAS to SAS/SATA 11 RAID Subsystem

To view the RAID subsystem’s hardware information, click the Hardware Monitor link
from the Information menu. The Hardware Monitor Information screen appears.

aroBAID O anager 30000000000

|lopen all|close all|

'J Raid System Console [” Stop Auto Refresh

B-J Quick Function = Controller H/W Monitor

B-{7] RAID Set Functions
B-{] Volume Set Functions
-{,j Physical Drives

CPU Temperature
Controller Temp.

-] System Controls 12v
B4 Information sV
) rRAID set Hierarchy 3.3v
._1 System Information DDR-11 1.8V
L] Hardware Monitor VCore 1.2V
DDR-IT 0.9V
RTC 3.0V

Battery Status

= Enclosure#1 : SAS RAID Subsystem V1.0

g Bl e

FE e
12.220 V
4.972 V
3.328 V
1.856 V
1.248 V
0.912 V
3.280 V

Not Installed

Voltage#1
Voltage#2
Voltage#3
Fan#1

Fan#2

Power#1
Power#2

UPS Status
Temperature=1
Temperature#2
Temperature#3

T

3.424 vV
5.064 Vv
12.246 V
4500 RPM U
4560 RPM

OK

OK

OK

36 9C

3400

35.0¢

The Hardware Monitor Information provides the temperature, fan speed (chassis fan)
and voltage levels of the RAID subsystem. All items are also unchangeable. When the
threshold values are surpassed, warning messages will be indicated through the LCD,

LED and alarm buzzer.

Item

Warning Condition

Controller Board Temperature

> 70 Celsius

HDD Temperature

> 65 Celsius

Controller Fan Speed

< 1500 RPM

Power Supply +12V

< 10.5V or = 13.5V

Power Supply +5V

< 4.7V or > 5.4V

Power Supply +3.3V

< 3.0V or = 3.6V

DDR Supply Voltage +2.5V

< 2.25V or = 2.75V

CPU Core Voltage +1.3V

< 1.17V or = 1.43V

DDR Termination Power +1.25V

< 1.125V or = 1.375V
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Chapter 6 System Maintenance

RAID Subsystem

6.1 Upgrading the RAID Controller’s Cache Memory

The RAID controller is equipped with one DDRII SDRAM socket. By default, the RAID
controller comes with at least 512MB of memory that is expandable to a maximum of 4GB.
The expansion memory module can be purchased from your dealer.

Memory Type: 1.8V PC5300/4200 DDR2 SDRAM 240pin ECC.
Memory Size: Supports 240pin DDR2 of 512MB, 1GB, 2GB, or 4GB.

6.1.1 Installing Memory Module

1. Shutdown first the RAID controller. Turn off the switch of the power supplies and
unplug all power cords.

2. Loosen the thumbscrews of the controller module then pull out the controller
module.

3. Remove the memory module from the RAM socket of the RAID controller by
pressing the ejector clips until the memory module pops out of the socket.

4. Align the new memory module into the socket. Make sure the notch is aligned
with the key on the socket itself. With the ejector clips in open position, press
down the memory module into the socket until it sinks into place. The ejector
clips will automatically close to lock the memory module.
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6.2 Upgrading the RAID Controller’s Firmware

Upgrading Firmware Using Flash Programming Utility

Since the RAID subsystem’s controller features flash firmware, it is not necessary to
change the hardware flash chip in order to upgrade the controller firmware. User can
simply re-program the old firmware through the RS-232 port. New releases of the
firmware are available in the form of binary file at vendor’s FTP. The file available at the
FTP site is usually a self-extracting file that contains the following:

XXXXVVV.BIN Firmware Binary (where "XXXX" refers to the model name and
“VVV" refers to the firmware version)

README.TXT It contains the history information of the firmware change. Read this file
first before upgrading the firmware.

These files must be extracted from the compressed file and copied to one directory in the
host computer.

Establishing the Connection for the RS-232

The firmware can be downloaded to the RAID subsystem’s controller using an ANSI/VT-
100 compatible terminal emulation program or web browser-based RAID Manager
remote management page.

With terminal emulation program, you must complete the appropriate installation and
configuration procedure before proceeding with the firmware upgrade. Whichever
terminal emulation program is used must support the ZMODEM file transfer protocol.

Web browser-based RAID Manager can be used to update the firmware. A web browser
must have been setup before proceeding with the firmware upgrade.
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Upgrading Firmware Through ANSI/VT-100 Terminal Emul

1. From the Main Menu, scroll down to “Raid System Function”
2. Choose the “Update Firmware”. The Update The Raid Firmware dialog box appears.

ation

Get the new version firmware for your RAID subsystem controller. For Example, download
the bin file from your vendor’s web site into the local directory.

NOTE: When there is new boot ROM firmware that needs to be
upgraded, upgrade first the boot ROM firmware. The
process (steps 1 to 9) to upgrade the firmware code
RAID controller restart will be necessary.

N repeat the
after which a

| _Update |
Restart Controller

‘g Raid - HyperTerminal E =10l x|
File Edt Yew Cal Iransfer Help
Dl 53| nlEa
B
Model Name} RAID Controller
Main Menu
1
Qu
Sa Raid System Function
o
Ph Mute The Alert Beeper
Alert B
Et Change Update The Raid FirmWare
Yi| JBOD/RA
Cl| RAID Re| Transfer File From Terminal
Ha Maximum| Emulator By Zmodem Protocol
Sy| Termina| << Five Ctrl-X To Abort >>
—
Restart Controller
Connected 0:01:3% [¥T100 [11Sz00eN1  [SCROLL [CAPS [WUM [Capturs  [Frint echo 4
3. Go to the menu bar and click Transfer. Select Send File.
& Raid - HyperTerminal =10 x|
Fle Edt %ew Call | Transfer Help
M Capture Text... ;I
[ [EEeer Model Name} RAID Controller
Capture ta Printer
Main Menu
1
Qu
sa Raid System Function
o
Ph| Mute The Alert Beeper
Alert B
Et Change Update The Raid FirmHare
Vi| JBOD/RA
Cl| RAID Re| Transfer File From Terminal
Ha Maximum Emulator By Zmodem Protocol
Sy Termina << Five Ctrl-X To Abort >>

Sends 4 file to the remate system

&

4. Select "ZMODEM modem” under Protocol to set ZMODEM as the file transfer protocol of
your terminal emulation software.
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5. Click Browse. Look in the location where the firmware file was saved. Select the

firmware file name "XXXXXXXX.BIN"” and click Open.

£ Raid - HyperTerminal
File Edit View Call Transfer Help

~=1olx]

0|=| 58| ol =

Hain Menu
o —— KT (=
sa Raid Systel ryue, ey
0 Filename:
Ph| Hute The A rowse. .
Hute Th [EETE0rRMOR27 BN
Et| Change | Fuotosol
Vi| JBOD/RA|— [Znodem =]
Cl| RAID Re|
Ha| Maximum| | Send | Dose || Cancel |
Sy|  Termina| - I
—
Restart Controller ‘

Model Name} RAID Controller

Jtiszo0 et [scRoW [CAPS [MOM [Capture  [Printecho

(Connected 0:03:21 [vT100

&

6. Click Send to send the firmware binary file to the RAID controller.

¢ Raid - HyperTerminal
Fle Edi View Call Transfer Help

=10 x|

D|&| 53] ol =

: Zmodem file send for Raid
Main Menu
Sending  [C\GTEOFIRMBZ7.BIN
Qur————
Ra Raid § Lastevent [Sending Files: [T of 1
Vo———
Ph Mute T Staus  [Sending Retries: [0
Alert
Et Change
! Fil o 35k of 240K
vi| Jsoo/m e E
Gl RAID R g [000003  Remaining: [000007  Thioughput [T7846 ops
Ha| Maxinu
Sv| Termin
— | IERE cpsrbps
Restar

Model Name} RAID Controller

[Connected 0:04:26 ¥ 100 [tiszo0ent  [SCROLL [caps MM [Capture  [Frint echo

&
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7. When the firmware downloading is completed, the confirmation screen appears.
Select Yesto start programming the flash ROM.

& Raid - HyperTerminal = =100 x|
File Edit Wew Call Transfer Help
0|z (3] =ol=
E
Model Name} RAID Controller
Main Menu
1
Qu
55 Raid System Function
0
Ph| MWute The Alert Beeper
Alert Beeper Setting
Et Change Password Update The Firmware
Vi| JBOD/RAID Function
Cl| RAID Rebuild Priority
Ha| Maximum ATA Hode No
Sy | Terminal Port Confi
Restart Controller
[Connected 0:04:57 [vT100 [l15z00e-n-1 [SCROLL [TAPS  [WUM [Capture [Print echo y

8. When the Flash programming starts, a message will show “Start Updating Firmware.
Please Wait”.

*gRaid - HyperTerminal o [=] 3
Fle Edt View Call Transfer Help

02| 58| =lsH] =
Model Name} RAID Controller

Main Menu

1
Qu
56 Raid System Function
o

Ph| Mute The Rlert Beeper
HEE| Alert Beeper Setting

Et| Change Password

Vi| JBOD/RAID Function

C1| RAID Rebuild Priorit

Ha| Maximum
RO O | Start Updating Firmware, Please Wait
! Update F

ate
Restart Controller

Connected 0:05:55 [ur100 [lisz008n1  [SCROLL  [CAPS  [NM  [Capture  [Frint echo

AN

9. The firmware upgrade will take approximately thirty seconds to complete.
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& Raid - HyperTerminal 0 B[]

File Edit Wiew Call Transfer Help

10. After the firmware upgrade is complete, a message will show “Firmware Has Been
Updated Successfully”. Restarting the RAID controller is required for the new firmware
to take effect.

D[] 53] w0l

Model Name} RAID Controller

Hain Menu

1
Qu
sa Raid System Function
)

Ph| Mute The Alert Beeper
Alert Beeper Setting
Et Change Password

Vi| JBOD/RAID Function
RAID Rebuild Priorit

(Connected 0:06:22 7100 [i1s2008-n-1 [SCROLL[ZAPS [MUM  [Capbure  [Prik eche

£

¢ Raid - HyperTerminal = =10ix]

File Edt Wiew Call Transfer Help

D|=| 5|3| olE|

Model Name} RATD Controller

Hain Menu

1
Qu
sa Raid System Function
o

Ph| Mute The Alert Beeper
Alert Beeper Setting

Et Change Password
Yi| JBOD/RAID Function
C1| RAID Rebuild Priorit

(Connected 0:06:52 [vr100 [1152008-M1  [SCROLL  [CaPs  [WOM  [Captirs  [Print echo

N
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Upgrading Firmware Through Web Browser

Get the new version of firmware for your RAID subsystem controller.

™ NOTE: When there is new boot ROM firmware that needs to be

\ " upgraded, upgrade first the boot ROM firmware. Then repeat the

; process (steps 1 to 3) to upgrade the firmware code after which a
RAID controller restart will be necessary.

1. To upgrade the RAID subsystem firmware, click the Upgrade Firmware link under
System Controls menu. The Upgrade The Raid System Firmware Or Boot Rom screen

appears.

2. Click Browse. Look in the location where the firmware file was saved. Select the
firmware file name “"XXXXXXXX.BIN"” and click Open.

3. Select the Confirm The Operation option. Click the Submit button.

aroBAID A anager  x0000000000K

» Upgrade The Raid System Firmware Or Boot Rom i

# Raid System Console
8] Quick Function | Enter The BootRom Or Firmware File Name Browse.
B{] RAID Set Functions
B Volume Set Functions
B{] Physical Drives
E{3 System Controls Submit ] Reset I
i | System Configuration
1) EtherNet Configuration
. L] Alert By Mail Configuration
i L) SNMP Configuration
) NTP Configuration
{1 view Events/Mute Beeper
! 0 Generate Test Event
0 Clear Event Buffer

() Modify Password

| " Confirm The Operation

.~ Upgrade Firmware
. 1] Shutdown Controller
i =] Restart Controller
El3 Information
#{] RAID Set Hierarchy
(] System Information
“{) Hardware Monitor

4. The Web Browser begins to download the firmware binary to the controller and start
to update the flash ROM.
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5. After the firmware upgrade is complete, a message will show “Firmware Has Been
Updated Successfully”. Restarting the RAID controller is required for the new firmware

to take effect.

aroRAID 0/ anager

XXXXXXXXXXXX

|open all|close all|

4 Raid System Console

+-(~] Quick Function

] RAID Set Functions

T Volume Set Functions

B Physical Drives

El-£9 System Controls

~[]] System Configuration

~[]) EtherNet Configuration

] Alert By Mail Configuration
SNMP Configuration

NTP Configuration

View Events/Mute Beeper
Generate Test Event
Clear Event Buffer

Modify Password

Upgrade Firmware

Restart Controller

B-] Information

(] el ] ] ) e ) e

Controller Response

Firmware Has Been Updated Successfully
Restart Controller Is Required For New Firmware To Take Effect
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6.3 Replacing Subsystem Components

6.3.1 Replacing Controller Module
When replacing a failed Controller Module, please follow these steps:

1. Loosen the thumbscrews on the sides of the Controller Module case.
2. Use the Controller handle to pull out the defective Controller.
3. Insert and slide the new Controller in. Note that it may be necessary to remove the

old/defective Controller Module from the case and install the new one.

fails and the replacement is not yet available, in order to maintain
proper airflow within the enclosure, the failed module can be
removed from the enclosure and the Plate Cover for Controller can
be used in place of the failed module. (Refer to next section).

@ IMPORTANT: When the subsystem is online and a Controller module

When replacing a failed component online, it is not recommended
to remove the failed component for a long period of time; proper air
flow within the enclosure might fail causing high controller/disk
drive temperature.

4. Tighten the thumbscrews on the sides of the Controller Module case.
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6.3.1.1 Replacing Controller Module with Plate Cover

When replacing a failed Controller Module with Plate Cover, please follow these steps:
1. Loosen thumbscrews of the failed Controller Module.

2. Use the Controller Module handle to remove the failed Controller Module from the
subsystem.

3. Insert the Controller Plate Cover.

Controller Module Plate Cover

St

—— "“.','L'."w‘-:«“-'-z‘_?‘j ONINNYM 0

i g e

R
ol |

remove the failed component for a long period of time; proper air flow
within the enclosure might fail causing high controller/disk drive
temperature.

@ When replacing a failed component online, it is not recommended to
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6.3.2 Replacing Power Supply Fan Module
When replacing a failed power supply fan module (PSFM), please follow these steps:

Turn off the Power On/Off Switch of the failed PSFM.
Disconnect the power cord from the AC Inlet Plug of PSFM.
Loosen thumbscrews of the PSFM.

Use the handle to pull out the defective PSFM.

Before inserting the new PSFM, make sure the Power On/Off Switch is on "Off" state.

oA wWwNKH

Insert and slide the new PSFM in until it clicks into place.

fails, and the replacement Power Supply module is not yet available,
the failed Power Supply Module can be replaced with the Plate
Cover. This is to maintain proper airflow within the enclosure.
(Refer to next section)

(D IMPORTANT: When the subsystem is online and a Power Supply

When replacing a failed component online, it is not recommended
to remove the failed component for a long period of time; proper air
flow within the enclosure might fail causing high controller/disk
drive temperature.

Connect the power cord to the AC Inlet Plug of PSFM.
8. Tighten the thumbscrews of the PSFM.
9. Turn on the Power On/Off Switch of the PSFM.

-\ : NOTE: After replacing the Power Supply Fan Module and turning on

the Power On/Off Switch of the PSFM, the Power Supply will not
power on immediately. The Fan in the PSFM will spin-up until the
RPM becomes stable. When Fan RPM is already stable, the RAID
controller will then power on the Power Supply. This process takes
more or less 30 seconds. This safety measure helps prevent possible
Power Supply overheating when the Fan cannot work.
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6.3.2.1 Replacing Power Supply Fan Module with Plate Cover

When replacing a failed power supply fan module (PSFM) with Plate Cover, please follow
these steps:

Turn off the Power On/Off Switch of the failed PSFM.

Disconnect the power cord from the AC Inlet Plug of PSFM.

1
2
3. Loosen thumbscrews of the failed PSFM.
4. Pull out the defective PSFM.

5

Insert the PSFM Plate Cover carefully.

Power Supply Fan Module Plate Cover
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Appendix 1 Volume Mapping in Dual Controller Mode

In dual controller mode, the RAID subsystem has 2 Controllers, which work in
Active/Standby-Standby/Active mode.

In Active/Standby-Standby/Active mode, Volume Sets assigned even-numbered
LUNs are active in Controller 1 and standby Controller 2, and Volume Sets assigned
odd-numbered LUNs are standby in Controller 1 and active in Controller 2.

NOTE: In Dual Controller mode, when using SATA disk drives (with
dongle boards) it is recommended to create only a single Volume
Set in a Raid Set (group of drives). For SAS disk drives, no
problem to create several Volume Sets per Raid Set.

Host A (Port 0) Host B (Port1)

— = ou ()

' (— (—

il | waiOs N §itoM |
' - e . e " Ly
I‘. I" .' .' ". .. .' .".'..".'I'".". '.'I .'I "I .'I .. .. .. .. .. ..'I" I'..'i .. .'I L

A Controller 2

IE .Iel,
I

L]
L)
L} I“'I‘.l“l.

E.E L ] : [ ) i:‘_._.l l - ..l".‘..‘.‘..:‘l; ::c._’. - '". LN N :
< ) . o = H | Controller 1
Jd el e ® ° I____] . |
ot == g

Host B (Port 1) Host A (Port 0)
Ports of Dual Controller RAID Subsystem

NOTE: In Dual Controller mode, if Controller 1 fails, Controller 2 will take
over. The fail over mode is called “Round Robin with Subset”
(using MS Windows term).

order for redundant LUNs (two paths via Controller 1 and 2) to

. IMPORTANT: MPI10O must be configured on the host system(s), in
appear as single LUNSs.
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Case 1: One Volume Set Mapped to SAS Port O LUN O

When one Volume Set is created and mapped to SAS Port O LUN O, the
Volume Set is Active in Controller 1 Port 0 (Host A channel), and
Standby in Controller 2.

Volume SAS Port/LUN Mapping Remarks

SAS Port 0 => Port O

Volume Set #000 0/0
LUN 0 => Controller 1

Example: Channel Mapping in SAS Host Channel

= Enter The Yolume Attribute
Yolume Mame |\fnlume---\fDL#IIElEl

Member Disks

I

Yolume Raid Level Faidbs =

Max Capacity Allowed 6001.2 GB

Select Yolume Capacity W GE

Greater Two TB Wolume Support | Mo T

Yolume Initialization Mode .|Fnregruund Initialization j
Yolume Stripe Size Iﬂ KBytes

¥olume Cache Mode .|Write Back j

Tagged Command Queuing | Enabled =

[0 5o}

ISf-‘«S Port:LUM Basg LLIMN

Yolumes To Be Created

Ll

NOTE: When Volume Sets are created, the first Volume Set created (for
example: Volume Set #000) and assigned LUN O will be Active in
Controller 1 and Standby in Controller 2. The second Volume Set
created (for example: Volume Set #001) and assigned LUN 1 will
be Active in Controller 2 and Standby in Controller 1. The third
Volume Set assigned LUN 2 will be Active in Controller 1, and the
fourth Volume Set assigned LUN 3 will be Active in Controller 2.

In summary, all even number LUNs assigned to Volume Sets will
be Active in Controller 1 and all odd number LUNs assigned to
Volume Sets will be Active in Controller 2.

order for redundant LUNs (two paths via Controller 1 and 2) to

. IMPORTANT: MPI10O must be configured on the host system(s), in
appear as single LUNSs.
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Case 2: One Volume Set Mapped to SAS Port O&1 LUN O

When one Volume Set is created and mapped to SAS Port 0&1 LUN O,
the Volume Set is Active in Controller 1 Ports O and 1 (Host A and Host
B channels), and Standby in Controller 2.

In this case, Ports 0 and 1 in Controller 1 will be both active and use Load
Balance mode.

Volume SAS Port/LUN Mapping Remarks

SAS Port 0&1 => Ports O and 1 /

Volume Set #000 o&1/0
LUN 0 => Controller 1

order for redundant LUNs (two paths via Controller 1 and 2) to

. IMPORTANT: MP10O must be configured on the host system(s), in
appear as single LUNSs.

Case 3: Two Volume Sets each Mapped to SAS Port O

When a Volume Set is created and mapped to SAS Port O LUN O, the
Volume Set is Active in Controller 1 Port O (Host A channel), and
Standby in Controller 2.

When a second Volume Set is created and mapped to SAS Port O LUN 1,
the Volume Set is Active in Controller 2 Port O (Host A channel), and
Standby in Controller 1.

Volume SAS Port/LUN Mapping Remarks
SAS Port 0 => Port 0/
Volume Set #000 0/0
LUN 0 => Controller 1
SAS Port 0 => Port 0/
Volume Set #001 0/1

LUN 1 => Controller 2

NOTE: All even number LUNs assigned to Volume Sets will be Active in
Controller 1 and all odd number LUNs assigned to Volume Sets
will be Active in Controller 2.

IMPORTANT: MP10O must be configured on the host system(s), in
order for redundant LUNs (two paths via Controller 1 and 2) to

appear as single LUNSs.
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Case 4: Two Volume Sets each Mapped to SAS Port 0&1

When a Volume Set is created and mapped to SAS Port 0&1 LUN O, the
Volume Set is Active in Controller 1 Ports O and 1 (Host A and Host B
channels), and Standby in Controller 2.

When a second Volume Set is created and mapped to SAS Port 0&1 LUN
1, the Volume Set is Active in Controller 2 Ports O and 1 (Host A and
Host B channels), and Standby in Controller 1.

In this case, all 4 ports will be active when the host system does 10 on the
2 LUNs. This mode is Load Balance.

Volume SAS Port/LUN Mapping Remarks
SAS Port 0&1 => Ports O and 1 /
Volume Set #000 0&1/0
LUN 0 => Controller 1
SAS Port 0&1 => Ports O and 1 /
Volume Set #001 o&1/1
LUN 1 => Controller 2
NOTE: All even number LUNs assigned to Volume Sets will be Active in

Controller 1 and all odd number LUNs assigned to Volume Sets
will be Active in Controller 2.
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Case 5: Four Volume Sets: 2 are Mapped to SAS Port O, and 2 are

mapped to SAS Port 1

When a Volume Set is created and mapped to SAS Port O LUN O, the
Volume Set is Active in Controller 1 Port O (Host A channel), and
Standby in Controller 2.

When a second Volume Set is created and mapped to SAS Port O LUN 1,
the Volume Set is Active in Controller 2 Port O (Host A channel), and
Standby in Controller 1.

When a third Volume Set is created and mapped to SAS Port 1 LUN O,
the Volume Set is Active in Controller 1 Port 1 (Host B channel), and
Standby in Controller 2.

When a fourth Volume Set is created and mapped to SAS Port 1 LUN 1,
the Volume Set is Active in Controller 2 Port 1 (Host B channel), and
Standby in Controller 1.

Volume SAS Port/LUN Mapping Remarks

SAS Port 0 => Port 0/
Volume Set #000 0/0

LUN 0 => Controller 1

SAS Port 0 => Port 0 /
Volume Set #001 0/1

LUN 1 => Controller 2

SAS Port 1 => Port 1/
Volume Set #002 1/0

LUN O => Controller 1

SAS Port 1 => Port 1/
Volume Set #003 1/1

LUN 1 => Controller 2

NOTE: All even number LUNs assigned to Volume Sets will be Active in

Controller 1 and all odd number LUNs assigned to Volume Sets
will be Active in Controller 2.
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Case 6: Four Volume Sets, each mapped to SAS Port 0&1

When a Volume Set is created and mapped to SAS Port 0&1 LUN O, the
Volume Set is Active in Controller 1 Ports O and 1 (Host A and Host B
channels), and Standby in Controller 2.

When a second Volume Set is created and mapped to SAS Port 0&1 LUN
1, the Volume Set is Active in Controller 2 Ports O and 1 (Host A and
Host B channels), and Standby in Controller 1.

When a third Volume Set is created and mapped to SAS Port 0&1 LUN 2,
the Volume Set is Active in Controller 1 Ports O and 1 (Host A and Host
B channels), and Standby in Controller 2.

When a fourth Volume Set is created and mapped to SAS Port 0&1 LUN
3, the Volume Set is Active in Controller 2 Ports O and 1 (Host A and
Host B channels), and Standby in Controller 1.

In this case, all 4 ports will be active when the host does IO on the 4 LUNs.
This mode is Load Balance.

Volume SAS Port/LUN Mapping Remarks
SAS Port 0&1 => Ports O and 1 /
Volume Set #000 o&1/0
LUN 0 => Controller 1
SAS Port 0&1 => Ports O and 1/
Volume Set #001 o&1/1
LUN 1 => Controller 2
SAS Port 0&1 => Ports O and 1/
Volume Set #001 o&1/2
LUN 2 => Controller 1
SAS Port 0&1 => Ports O and 1/
Volume Set #001 0&1/3

LUN 3 => Controller 2

NOTE: All even number LUNs assigned to Volume Sets will be Active in
Controller 1 and all odd number LUNs assigned to Volume Sets
will be Active in Controller 2.
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Appendix 2 Redundant Controllers Switch Function

.0\ . NOTE: There are 2 options to test/simulate controller failure:

~* | 1. A switch (connected to thumbscrew) is included in the
Controller. When testing/simulating RAID Controller failure in
dual controller mode, the thumbscrew can be loosened, and the
switch will be automatically triggered and put the Controller in
“Faulty” state (FLT LED will be blinking red). Refer to Section 3.

2. Use the command “HaltCtrlO” in web GUI. Refer to Section 2.

1. The Location of the Switch in the Controller

_ The Controller

s

UseCeEN USA

5 @L'!UL"."F,’J!Ll'l."'.ilﬂl'.l“.'ﬂﬂ

&
3
g
=
=]
=
e
&

Switch Thumbscrew
Rear Part Front Part
(Backplane Connector Side) (Controller Panel Side)

2. Using Command in Web GUI to Simulate Controller Failure
1. Prepare network environment to have connection to proRAID Manager Web GUI

of Controller 1 or Controller 2.
2. To test Controller 1 Failure, login to Controller 1 Web GUI.

_.\ ~ NOTE: If needed to test Controller 2 Failure, login to Controller 2
Web GUI.

T4

3. Under RAID Set Functions menu, select “"Rescue Raid Set”.
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4. In the text box provided, enter the command “HaltCtrlO”. Tick “Confirm The
Operation” and click “"Submit” button.

|open all|close all| & I

 Raid System Console = Try To Rescue Missing RAIDSET

-] Quick Function 'Enter ' RESCUE' To Try To Recover Missing RaidSet

=3 RAID Set Functions ‘Enter 'SIGNAT' To Regenerate RaidSet Signature If RaidSet Is Recovered

Create RAID Set
Delete RAID Set |HaltCti0 Enter The Keyword

Expand RAID Set
Offline RAID Set 37 Confirm The Operation

Activate Incomplete RAID S :
Create Hot Spare Submit I Reset |

Delete Hot Spare
Rescue Raid Set
t-{_] Volume Set Functions
H-_] Physical Drives

t-{] System Controls

H-{_] Information

-'\ * NOTE: Use same command “HaltCtrl0” when testing Controller 2.

5. The Web GUI will show “Controller Will Be Halted In 6 Seconds”.

|open all|close all|

Controller Response

i3 Raid System Console

-] Quick Function

E-£3 RAID Set Functions

[} Create RAID Set

Delete RAID Set

Expand RAID Set

Offline RAID Set

Activate Incomplete RAID S
Create Hot Spare

Delete Hot Spare

Rescue Raid Set

[-{] Volume Set Functions

-] Physical Drives
[
[

Controller Will Be Halted In & Seconds.

CUDDODLO

t-(_] System Controls
f-{_] Information

6. All access to Controller 1 will be switched to Controller 2. And all LEDs of
Controller 1 (the failed Controller) will be flashing.

.
b
®

44 NOTE: If Controller 2 Failure is being tested, all access to
— Controller 2 will be switched to Controller 1.

7. Check if there is continuous access to the volumes.
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3. How to Remove a Controller to Simulate Controller Failure

,\ ». NOTE: In Redundant Controller mode, a controller can be removed
., | to simulate failed controller. The other controller will take over the
10 jobs of the failed controller.

1. Loosen the two thumbscrews on Controllerl (lower Controller in the picture
below).

,\ . NOTE: If you loosened the thumbscrews and then tightened again
., | without removing the controller, the controller will stay in its
“failed” state. The controller needs to be removed and reinserted
in order to be back in its normal operational mode.
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2. When the thumbscrews are loosened, the FLT LED will be blinking red
indicating controller failure. The 10 jobs will be transferred to the other
controller (fail-over).

3. Remove all cables from the “failed” controller.
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4. Unplug the controller from the slot.

5. Reinsert the controller. The FLT LED will still be blinking red.

,@\ . NOTE: The time interval needed before reinserting the controller

".xﬁ is at least 15 seconds. If the controller is removed and reinserted
in less than 15 seconds, the controller might still be in “failed”
state.
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6. Reconnect all cables.

7. Tighten the two thumbscrews of the controller.

-rb'\__\\. NOTE: When the thumbscrews are tightened, the FLT LED will be
. off and one short beep will be heard. This means the controller

status is OK.

| ‘4\‘

An alarm will still sound. In this time, the reinserted controller will
take over the original 10 jobs.
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8. After the reinserted controller has taken over its original jobs, the
alarm sound will be off. Both controllers will be back to normal operational
mode.

IMPORTANT: The thumbscrews must be tightened so that the FLT
LED will be off and the controller status will become OK.
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Appendix 3 Disk Power Off/0On Function in Web GUI

-\ . NOTE: This document is intended to help Support Engineers to
remotely verify disk problem in the Raid Subsystem.

In order to use the Disk Power Cycle (Off/0On) Function in Web GUI,
the Raid subsystem must use Firmware version 1.48.

1. When Disk Fails, How to Use Disk Power Function Command in Web GUI; Hot
Spare is Not Configured

.\ “. NOTE: When a disk fails and the Volume Set use RAID Level with
redundancy, such as RAID Level 5, the Volume Set state will
become Degraded.

T4

1. Check which Disk has failed. In this example, Disk in Enclosure#1 Slot#1 has
failed. The disk failure event can also be verified in the System Event Information
(event log) when you use “View Events/Mute Beeper” under System Controls.

-3 VDIJme Set Host Filters : ;
ERyIER| Bilves [ Stop Auto Refresh !
) Create Pass-Through Disk
1 Modify a Pass-Through Disk = RaidSet Hierarchy I
0 Deletn.e Pass-Through Disk RAID Set Devices [ ¥olume Set(Ch/Lun) l ¥olume State [ Capacity i
L) Identify Enclosure - -
&0 Identify Drive Raid Set # 000 Failed Yolume---YOL#000(0&1,/0} Degraded 9000.0GE
System Contrals E#iSlot#s _M@@ _Init\alizing(23.8%_) _QDDD.DGB
System Configuration E#15lot#4
-] Hdd Power Management E#1Slot#a
ﬂ Eitire rghtar;ne\f(:mﬁtg E#1Slotar
| arMet Configuration
- alert By Mail anﬂguration foiman
-] SMMP Configuration S livieshen
) NTP Configuration E#1Glot#13
) Wiew Events/Mute Beeper E#1Slot#14
-1 Generate Test Event E#1SIat#15 -
=1 Clea.r Event Buffer E#15lot# 16 | | |
1] Modify Passward
) Upgrade Firmware i
Shutdown Controller 51 ) DAL ) S POV 3 PP PO PO P8 PSP Al O ) P PO LI 3 AL S U P ) PRI
: - Restart Controller » Enclosure#1 : SAS RAID Subsystem ¥1.0 !
i? ; Device [ Usage Capacity Model f
L1 System Information 5'?““ Failed 2000, 4GB WOC WD2002FYPS-01U1R0
~{) Hardware Maonitor (0ia) I |
E‘;‘E Raid Set # 000 |2000.4GB WOC WD2002FYRS-01U1B0
4 | & Slot#4 AT o R L oA

-\ . NOTE: The Disk used in this example is from Enclosure#1 Slot#1.
Make sure to verify which Enclosure# and Slot# the failed disk is
located.
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To power off the Disk in Slot#1 of Enclosure#1, select "Rescue Raid Set”

under RAID Set Functions. In the Enter The Keyword box, type “"PowerOffDisk”,
press space bar, and then type “Enclosure#1 Slot#1"”. The contents of “Enter
The Keyword” box will become “PowerOffDisk Enclosure#1 Slot#1”. Tick

“Confirm The Operation” and click “Submit”.

|~

B3

B3 Physical Drives

-0
0
0
0
0
0
a
0
0
P
0
0
0
0
a

lopen alllclose all|

i Raid System Console
=23 Quick Function

Quick Create

=+ RAID Set Functions

-] Create RAID Set

~] Delete RAID Set

-] Expand RAID Set

-] Offine RAID Set

~{] Activate Incomplete RAID S
-] Create Hot Spare

Delete Hot Spare

-] Rescua Raid Sat
Yolume Set Functions

Create Yolume Set
Create Raid20/50/60
Delete Wolume Set
Modify Yolume Set
Check Volume Set
Schedule Wolume Check
Stop Yolume Check
Yolume Set Host Filters

Create Pass-Through Disk
Maodify a Pass-Through Disk
Delete Pass-Through Disk
Identify Enclosure

Identify Drive

s Try To Rescue Missing RAIDSET

Enter BESCUE' To Try To Eecover Missing RaidSet

Enter 'SIGINAT' To Eegenerate EaidSet Signature If RaidSet Is Recovered

JPDWBrOﬁD\sk Enclosure#1 Slot#|

Enter The kKeyword

I” Confirm The Operation

Submit | Reset I

.\ . NOTE: Sometimes the “PowerOffDisk” command will need to wait
for several seconds before command execution is completed (web
GUI is updated), specially when the Raid subsystem is active or

busy.

.\ . NOTE: If you try to power off a Disk, for example Disk in Slot#3 of

Enclosure#1, but the Disk is not failed the Disk will not be

powered off. The screen will show “Device Not In Failed State”.

Controller Response

Device Mot In Falled State

User Manual



SAS to SAS/SATA Il RAID Subsystem |

3. The Disk Power will be turned off. In Device List of Enclosure#1, Disk in Slot#1
will no longer appear.

lopen all|close all| ]

Controller Response |

'_ﬂ Raid System Console
-+ Quick Function
) Quick Create Disk Power Is Turmed Off
RAID Set Functions L |
=) Create RAID Set
Delete RAID Set
Expand RAID Set
Offline RAID Set
#ctivate Incomplete RAID 5
Create Hot Spare
Delete Hot Spare
Rescue Raid Set
olume Set Functions
Create Yolume Set
Create Raid30/50/60 T
Delete Yolume Set
Modify Yolume Set
Check Yolume Set
Schedule Yolume Check
Stop Yaolume Check
wolume Set Host Filters
hysical Drives
Create Pass-Through Disk
Modify a Pass-Through Disk
Delete Pass-Through Disk
Identify Enclosure
Identify Drive

wl=lulv

56

UODD <000

By

COUzOCOD

i o

[

|~

= ¥

B s el
-] woluma Set Host Filters =

Etﬂ__l:_'hysmal Drives y = RaidSet Hierarchy
~] Create Pass-Thraugh Disk
~] modify a Pass-Thraugh Disk RAID Set Devices | Yolume Set{(Ch/Lun) | Yolume State Capacity
-] Deleta Pass-Through Disk iRald Set # 000 Failed Yolume---YOL#000(021,/0) Degraded 12000.0G8
3 Igent?:‘f Enclosure 1 E#1Slot#e Yolume---YOL#001(081/1} |Degraded 7000.0GE
=] Identify Drive | i = i
B3 System Controls I sl
~] System Configuration ; |E#1Slot#n
-] Hdd Power Managernent I |E#1Slot#7
- Fibre Channel Canfig [ |E#1Slot#9
-] EtherMet Configuration i E#1Slot#12
~] alert By Mail Configuration | |E#15lot#13
~1] SNMR Configuration 'm
~] NTP Configuration i et
~1) Wiew Ewents/Mute Beeper 1 |Eflalnti s
1] Generate Test Event I E#15I0t#16
1) Clear Event Buffer |
13 Madify Password
3 ;EE;ZE;?VEIZZ‘:;I:IIW = Enclosure#1 : 8AS RAID Subsystem ¥ 1.0
1) Restart Controller ‘ Device lUsage [Capacity lMDdEl |
B8 i ‘ T
D [siotez | ' :
-] System Information o6} Raid Set # 000 (2000458 |WOC WD2002FYPS-01U1B0
1 Hardware Manitar I I T T
Slot#4
My Raid Set # 000 |2000.4GB \WoC WD2002FYPS-01U1B0
o I | | |
< I | Sl
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4. To verify if Disk is really failed or still usable, you can try to power on the
Disk. To power on Disk in Slot#1 of Enclosure#1, select "Rescue Raid Set”.
In the “Enter The Keyword” box, type “PowerOnDisk”, press space bar, and
then type “"Enclosure#1 Slot#1"”. The contents of “"Enter The Keyword” box will
become “PowerOnDisk Enclosure#1 Slot#1"”. Tick “Confirm The Operation”
and click “Submit”.

|open all|close all| s
? Raid st Chneal = Try To Rescue Missing RAIDSET [
23 Quick Function Enter 'RESCUE' To Try Te Eecover Mizsing RaidBet
Quick Create \Enter 'SIGIMAT' To Regenerate FaidSet Signature If RaidSet Is Recovered
-l RAID Set Functions -
Create RAID Set |P0werOnDlsk Enclosure#! Slot#l Enter The Keyword

Delete RAID Set
Expand RAID Set

| ¥  Confirm The Operation

0
0
B
1] Offline RAID Set f
1) activate Incomplete RAID S Submit | Feset |
1) create Hot Spare
Delete Hot Spare
) Rescue Raid Sat
Wolume Set Functions
) Create volume Set
1) Create Raid30/50/60
{1 Delete Yolume Set
i
0
i)
i
0
P
0
i
0
0
D

Modify Yolume Set
Check Yolume Set
Schedule Yalume Check
Stop Volume Check
Volume Set Host Filters
hysical Drives
Create Pass-Through Disk
Modify a Pass-Through Disk
Delete Pass-Through Disk
Identify Enclosure
1] Identify Drive »

=

-\ *. NOTE: Sometimes the “PowerOnDisk” command will need to wait

} for several seconds before command execution is completed (web
GUI is updated), specially when the Raid subsystem is active or
busy.
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5. 1If the Disk in Eclosure#1 Slot#1 is still good, the Disk in Slot#1 of Enclosure#1
will be turned on. The Raid Set and Volume Set will be rebuilt automatically. The
Volume Set state will show “Rebuilding”.

|lopen all|close all| 2

Controller Response

W Raid System Consale

5139 Quick Function :
o) Quick Create Disk Power Is Turned On

B3 RAID Set Functions
[ Create RAID Set
“[) Delete RAID Set
) Ewpand RAID Set
~[) Offline RAID Set
~1) activate Incomplete RAID S
“{) Create Hot Spare
) Delete Hot Spare
-} Rescue Raid Set
=+ volume Set Functions
-]} Create Vaolume Set
L) Create Raid30/50/60 W
Delete Yolume Set
Modify Yolurme Set
Check Yolume Set
Schedule Yolume Check
Stop Yolume Check

~1) Yolume Set Host Filters
EM=) Physical Drives
() create Pass-Through Disk
) Modify a Pass-Through Disk
-1 Delete Pass-Through Disk
() Identify Enclosure
“ ) Identify Drive

CooooDoo

|

= S
-1 volume Set Host Filters
= Physizal Drives

4 \ [

-] Create Pass-Through Disk FHap auLdbetEs] I
- Madify a Pass-Through Disk = RaidSet Hierarchy |
-] Delste Pass-Through Disk RAID Set Devices I Yolume Set{Ch/Lun}) I vYolume State | Capacity |
-] Identify Enclasure |
) Tdentify Drive \Raid Set # 000 |E#1SIot#1e  Volume---VOL#000(021/0)  |Rebuiding(D.0%) 13000.0G8

53 System Controls ‘ E#15Slgt#2 volume---vOL#001(081/1) |Need Rebuild 7000.0GE
- System Configuration E#1Slot#4
~1] Hdd Power Management I E#1Slot#s
D E'tbhre r::htar(‘:”e'fcmﬁtg ‘ E#1SIot#7
7| ertet Configuration It T T -

= E#1SI0t#9
-] Alert By Mail Canfiguration I Bl
-] SMMP Configuration | .M
~] NTP Configuration I |E#1SI0t#13
~) wiew Events/Mute Beeper E#1Slot#14
-] Gererate Test Event E#15lot#15
ﬂ Clea.r Ewent Buffar I E#1SI0t#16
~] Modify Password =
~] Upgrade Firmware
- shutdown Controllar -
~L) Restart Controller = Enclosure#1 : SAS RAID Subsystem ¥1.0
B3 Inf i 2 z
J‘—J o ‘ Device [Usage Capacity Model |
-7 o ; # ,
{1 system Infarmation Eé?tc 1 Raid Set # 000 |2000 4GB |WDC WD2002FYPS-01U1B0
=1 Hardware Manitar (0:C) | | |
Slot#2 ; |
[me Raid Set # 000 |2000 4GB WD WD2002FYPS-01U180
E R
< | & lsiot#s .., _ N e e

IMPORTANT: If the disk is really failed and cannot power on,
replace the failed disk with a new one.

IT the failed disk is still good, observe this particular disk. If this
disk fails again, replace it with a new one.

Use the disk manufacturer’s utility/disk tool to verify the health
status of the failed disk.
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2. When Disk Fails, How to Use Disk Power Function Command in Web GUI;
With Hot Spare Configured

.\T;.

NOTE: When a disk fails and the Volume Set use RAID Level with
redundancy, such as RAID Level 5, the Volume Set state will

become Degraded. If there is a Hot Spare configured, the Hot
Spare will automatically rebuild the Raid Set /7 Volume Set.

1. Check which Disk has failed. In this example, Disk in Enclosure#1 Slot#1 has
failed. The disk failure event can also be verified in the System Event Information
(event log) when you use “View Events/Mute Beeper” under System Controls. In
this example, Disk in Enclosure#1 Slot#2 is configured as Hot Spare.

o\}"

NOTE: The Disk used in this example is from Enclosure#1 Slot#1.
Make sure to verify which Enclosure# and Slot# the failed disk is
located.

2. The Volume Set will be rebuilt automatically using the Hot Spare (Disk in Slot#2).
The System Event Information will show the “Rebuilding” event.

T SRR SR
L] Wolume Set Host Filters
Physical Drives
‘L) Create Pass-Through Disk
Modify a Pass-Through Disk
Delete Pass-Through Disk
Identify Enclosure
Identify Drive
B3 System Contrals

L) System Configuration
Hdd Power Management
Fibre Channel Config
EtherMet Configuration
alert By Mail Configuration
SMMP Configuration
TP Configuration
Mgy Events/Mute Besper

0
(i
0
O
0
(] Generate Test Event
0
i
{8
B

Clear Event Buffer
Modify Password
Upgrade Firmware
Shutdown Controller
Restart Controller
Information
RAID Set Hierarchy
; System Information
“{] Hardware Maonitor

» System Events Information

Time Device Event Type Elapse Time Errors i
fg}g;?;s'% Volume---vOL#000  |Start Rebuilding

f?lst‘l?—tlzaa—24 Enc#1 Slot#1 Device Failed

P At |Raid set # 000 Rebuild RaidSet

fg}g;?;fd' Raid Set # 000 RaidSet Degraded

f?lst‘l?—tlzaa—24 Yolume---YOL#£000 olume Degraded
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3. In Raid Set Hierarchy, the Volume Set state will be shown as “Rebuilding”. Note

that Disk in Slot#1 is shown as “Failed”.

lopen all|close all|

‘_J Raid System Console

-+ Quick Function

1 Quick Create

=3 RAID Set Functions

) Create R4ID Set

Delete RAID Set

Expand RAID Set

Offline RAID Set

#ctivate Incomplete RAID 5

Create Hot Spare

Delete Hot Spare

Rescue Raid Set

olume Set Functions
Create Yolume Set
Create Raid30/50/60
Delete Yolume Set
Modify Yolume Set
Check Yolume Set
Schedule Yolume Check
Stop Valume Check
wolume Set Host Filters
hysical Drives

1 Create Pass-Through Disk

Modify a Pass-Through Disk

Delete Pass-Through Disk

Identify Enclosure

Identify Drive

==

roooUoUDD: CoDoDoDooD

Doooo

=
|

|£

[~ stop Auto Refresh

= RaidSet Hierarchy

[

RAID Set Devices

volume Set{Ch/Lun)

Yolume State

| Capacity I

Raid Set # 000 E#1Slot#2—

_VDIume---VOL#DDD(DBcl 0}

E#1Sloted
E#1Slot#6
E#1Slote?
E#1Slot#0
E#1Slot#1s
E#1Slote13
E#1Slot#14
E#1Slat#ls
E#1Slat#16

|Rebuilding(0.0%)

| 18000. 0GR

= Enclosure#1 : SAS RAID Subsystem ¥1.0

Device I_Usage

Capacity

Model

Slot#1
(ees

Failed 2000,4GB

Raid Set # 000 |2000,4GB

Raid Set # 000 |2000.4GE

WDC WD2002FYPS-01U1B0

IWDC WD2002FYPS-01U1B0

WOC WD2002FYPS-01U1RBO

4. To power off the Disk in Slot#1 of Enclosure#1, select "Rescue Raid Set”
under RAID Set Functions. In the Enter The Keyword box, type "PowerOffDisk”,
press space bar, and then type “"Enclosure#1 Slot#1"”. The contents of “Enter
The Keyword” box will become “"PowerOffDisk Enclosure#1 Slot#1"”. Tick
“Confirm The Operation” and click “Submit”.

|open all|close all|

9 Raid System Console
=B Quick Function
1 Quick Create

RAID Set Functions
) Create RAID Set

1) Delete RAID Set
Expand RAID Set
Offline RAID Set
Activate Incomplete RAID S
Create Hot Spare
Celete Hot Spare
Rescue Raid Set
Wolume Set Functions
Create Yolume Set
Create Raid3n/50/60
Delete Yolume Set
Modify Volume Set
Check Yolume Set
Schedule Yolume Check
Stop Volume Check
Yolurne Set Host Filters
Physical Drives
{] Create Pass-Through Disk
Modify a Pass-Through Disk
Delete Pass-Through Disk
Identify Enclosure
Identify Drive

|

[[E4

s Try To Rescue Missing RAIDSET

Enter RESCUE' To Try To Recover Missing Raid3et
Enter 'SIGMAT' To Regenerate RaidSet Signature If BaidSet Is Recovered

1PDWErOﬁDi5k Enclosure#l Slotl

Enter The Keyword

{Gonfirm The Operation

| Submit I Reset I
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o\ . NOTE: Sometimes the “PowerOffDisk” command will need to wait

for several seconds before command execution is completed (web
GUI is updated), specially when the Raid subsystem is active or
busy.

.\ . NOTE: If you try to power off a Disk, for example Disk in Slot#3 of
Enclosure#1, but the Disk is not failed the Disk will not be
powered off. The screen will show “Device Not In Failed State”.

Controller Response

Device Mot In Failed State

5. The Disk Power will be turned off.

|lopen all|close all| e

Controller Response

} Raid System Console

19 Quick Function
“[Y quick create Disk Power Is Turned Off

E-29 RAID Set Functions
-] Create RAID Set

Delete RAID Set

Expand RAID Set

Offline RAID Set

Activate Incomplete RAID 5
Create Hot Spare

Delete Hot Spare

Rescue Raid Set

Wolume Set Functions

-0
13
i
I
o
1
O
1 create voluma Set
0
0
-
-0
0
{1

Create Raid30/50/60 B
Delete volume Set

Modify Volume Set

Check Yolume Set

Schedule Yolume Check

Stop Volume Check

Yaolume Set Host Filters

Create Pass-Through Disk
Modify a Pass-Through Disk
Delete Pass-Through Disk
Identify Enclosure

[dentify Drive

%
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6. The System Event Information will show “Device Removed” for Device Enc#1

Slot#1.

-
[} wolume Set Host Filters
B3 Physical Drives
) Create Pass-Through Disk
Modify 3 Pass-Through Disk
Delete Pass-Through Disk
Identify Enclosure
Identify Crive
Systerm Contraols
~] System Configuration
] Hdd Power Management
1 Fibre Channal Config
] EtherMet Configuration
-] Alert By Mail Configuration
] SNMP Configuration
] NTP Configuration
- ¥iew Events/Mute Beeper
-] Generate Test Event
1) Clear Event Buffer
1 Madify Passwoard
- Upgrade Firmware
-] Shutdawn Controller
-] Restart Controller
B+ Information
] R&ID Set Hierarchy
] System Information
1) Hardware Manitor

DUDLD

7.

[

| m System Events Information
it

s e | Event Type | Elapse Time | Errors
I?EIS?B_DS:‘E?:%. Enc#1 Slot#1 Device Remaoved .
lfflg;uga_;% Velume-—YOL#000  Start Rebuiding

?215_;023’;24 Enc#1 Slot#1 Device Failed

;?215?7'0233'24 Raid Sst # 000 Rebuild RaidSet

'f?lg;usequ' Raid Set # 000 RaidSet Degraded

5?3:157'?23;24 Yolume-—-¥OL#000  |Volume Degraded

In Device List of Enclosure#1, Disk in Slot#1 will no longer appear.

lopen all|close all|

'j Raid System Console
239 Quick Function
~{) Quick Create
+) RAID Set Functians
-] Create R4ID Set
Delete RAID Set
Expand RAID Set
Offline RAID Set
Activate Incomplete RAID 5
Create Hot Spare
Delete Hot Spare
Rescue Raid Set
olure Set Functions
Create Yolume Set
Create Raid30/E0/60
Celete Yolume Set
modify Vaolume Set
Check Yolume Set
Schedule Yolume Check
Stop Volume Check
Yolume Set Host Filters
B9 Physical Drives
] Create Pass-Through Disk
Modify a Pass-Through Disk
Delete Pass-Through Disk
Identify Enclosure
Identify Drive

HEBE OB B E U EEE R

e

oo

oo

[

|
[~ stop Auto Refresh

= RaidSet Hierarchy

¥olume State
|Rebuilding(D.1%)

..Deuices
E#1Slnt#2—
E#1Sloted
E#1Slat#s
E#1Slot#T
E#1Slnt#o
E#1Slat#12
E#lSlotels
E#1Slnt#14
E#1Slot#1S
E#1Slot#1s

RAID Set
|
|Raid Set # 000

lVl:lIumE Set{Ch/Lun)
|Wolume---YOL#000{0&1/0}

}Capacity I
:IEDUD.DGB |

= Enclosure#1 : SAS RAID Subsystem ¥1.0 I
‘ Device |_Usage ICapacitv Model |
Slot#2 :
leo:B Raid Set # 000 |2000,4GE WO WD2002FYPS-01U1R0
|Slots Raid Set # 000 |2000,4GB IWDC WD2002FYPS-01U1B0

3]
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8. To verify if Disk is really failed or still usable, you can try to power on the
Disk. To power on Disk in Slot#1 of Enclosure#1, select "Rescue Raid Set”.
In the “Enter The Keyword” box, type “PowerOnDisk”, press space bar, and
then type “"Enclosure#1 Slot#1". The contents of "Enter The Keyword” box will
become “PowerOnDisk Enclosure#1 Slot#1"”. Tick “Confirm The Operation”
and click “Submit”.

|open all|close all| s
? Raid st Chneal = Try To Rescue Missing RAIDSET [
549 Quick Function Enter 'RESCUE' To Try Te Eecover Mizsing RaidBet
“ Quick Create \Enter 'SIGIMAT' To Regenerate FaidSet Signature If RaidSet Is Recovered
=+ RAID Set Functions -
LY CrestepaIDiTet |P0werOnDlsk Enclosure#! Slot#l Enter The Keyword

Delete RAID Set
Evpand HATD: Set iGonfirm The Operation

Offline RAID Set s

activate Incamplete RAID S Submit | Feset |
Create Hot Spare

Delete Hot Spare

) Rescue Raid Sat

=3 Volume Set Functions

i Create Yolume Set

Create Raid30/50/60

Delete Yolume Set

Modify Yolume Set

Check Yolume Set

Schedule Yolume Check

Stop volume Check

Volume Set Host Filters
Physical Drives

Create Pass-Through Disk
Modify a Pass-Through Disk
Delete Pass-Through Disk

) Identify Enclosure

1) Identify Drive ~

0
-0
-0
-0

CEBGE

#. . NOTE: Sometimes the “PowerOnDisk” command will need to wait
for several seconds before command execution is completed (web
GUI is updated), specially when the Raid subsystem is active or
busy.
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If the Disk in Eclosure#1 Slot#1 is still good, the Disk will be turned on.

lopen alllclose all|

i Raid System Console
=23 Quick Function

~U Quick Create
R&ID Set Functions

=53

i
o A

E)

|~

rfvlvl vl ol wlwiwl =

Vo1, (e pn i i)

o

Create RAID Set

Delete RAID Set
Expand RAID Set
Cffline RAID Set
Activate Incomplete RAID S
Create Hot Spare
Delete Hot Spare
Rescue Raid Set

lume Set Functions
Create Yolume Set
Create Raid20/50/60
Delete Wolume Set
Modify Yolume Set
Check Volume Set
Schedule Wolume Check
Stop Yolume Check
Yolume Set Host Filters

hysical Drives

Create Pass-Through Disk
Maodify a Pass-Through Disk
Delete Pass-Through Disk
Identify Enclosure
Identify Drive

.4

Controller Response

Disk Power Is Turned On

IMPORTANT: If the disk is really failed and cannot power on,

replace the failed disk with a new one.

If the failed disk is still good, observe this particular disk. If this

disk fails again, replace it with a new one.

Use the disk manufacturer’s utility/disk tool to verify the health

status of the failed disk.
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10. If the Disk in Enclosure#1 Slot#1 is still good, the Disk will automatically
become Hot Spare. Note that this function (new disk will automatically become
hot spare) will only work if there is a previously configured hot spare that has
replaced a failed disk.

|open all|close all| &

i Raid System Consols I” stop Auto Refresh I
E1+C3 Quick Function » RaidSet Hierarchy |
-1 Quick Create 7 z
559 RAID Set Functions | RAID Set Devices ¥olume Set(Ch/Lun}) I Volume State | Capacity |

) Create RAID Set |Raid Set # 000 E#1Slot#20— Yolume---YOL #000(081/0) Rebuilding(0. 2%} 18000.0GR
[} Delete RAID Set ‘ E#1CIot#4
|_1 Expand RalD Set E#15|ot#s
) offling RAID Set ‘ i
[ Activate Incomplete RAID S T
i # #
[J Create Hot Spare ediein
) Delete Hot Spare ft |E#1Slot#ls
~] Rescue Raid Set | |E#1Slot#1s
B3 Yolume Set Functions I E#1Slot#14
[ Create volume Set | C#1Slat#1s
._1 Create Raid30/50/60 T ‘ E#1SI0t#16
) Delete wolume Set l
[ modify valume Set
B Ehock Ualime S L e e
[ schedule volume Check = Enclosure#1 : 8AS RAID Subsystem V1.0
) stop volume Check E E
-1 wolume Set Host Filters I Ll [Usage lCapaI:ltv lMDdEI |
ol ; i #
143 Physical Drives Eé?tc L Hot Spare 2000.4GB  |WDC WD2002FYPS-01U180
[ create Pass-Through Disk (£0:CY | | |
) Modify a Pass-Through Disk ‘El?t#z Raid Set # 000 (2000458 |WDC WD2002FYPS-01U1B0
) Delete Pass-Thraugh Disk (LB) | | |
[J 1dentify Enclosure | | |
-1 Identify Drive # ’
g ¥ = M Raid Set # 000 |2000,4GE IWDC WD2002FYPS-01U1B0
& I | 3 I 0:2 EE

11. The System Event Information will show “Device Inserted” for Enc#1 Slot#1 after
executing the “PowerOnDisk” command and the Disk is still good.

= = T e

{1 wolume Set Host Filters

= _I_Jhysmal DrivEs . m System Events Information I
~[] create Pass-Thraugh Disk -
[} modify a Pass-Through Disk Time Device Event Type IEIapse Time Errors |
S ?;;iiﬁcyp:i;;—:ﬁ:gh Bish ?EIED_D;DQ“. Enc#1 Slot#1 Device Inserted
1 Identify Drive l2010-03=
jgystem C\gntrols §2?§89§324 Enc#1 Slot#1 Device Removed
-] System Configuration | 0
) sz Power Mgnagement '?E}§7P§524 wvolume---YOL#000 Start Rebuilding
~{] Fibre channel config l5010-03-24 = -
[} Etherhet Confiquration 113793 Enc#1 Slot#1 Device Failed
L] alert By Mail Configuration I A
D) ShMP Configuration |25 2% lraid set # Doo Rebuild Raidset
] NTP Configuration I T
= 2010-03-24 .
() WiEw EVents/ute Besper 111:37:23 Raid Set # 000 RaidSet Degraded
-] Generate Test Event | e
- Clear Event Buffer ?2157023324 Yolume---4%0L#000 Yolume Degraded
) Modify Password i 1
[} Upgrade Firmware
11 Shutdown Controller
-] Restart Contraller
=+ Information
) RAID Set Hierarchy
-] System Information

~1) Hardware Manitor

(&

|~
%
N
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3. Additional Information

a. When a disk has failed in Enclosure#1 Slot#1 and you try to power off

b.

Enclosure#1 Slot#1 using the command “PowerOffDisk Enclosure#1
Slot#1”, and then remove the Disk from the slot and insert a new Disk,
the Disk will not power on because the Disk Slot is still in power off
state.

You need to use the command “PowerOnDisk Enclosure#1 Slot#1” to
power on the Disk Slot.

NOTE: Sometimes the “PowerOffDisk” and “PowerOnDisk”
command will need to wait for several seconds before command
execution is completed (web GUI is updated), specially when the
Raid subsystem is active or busy.

When a disk has failed in Enclosure#1 Slot#1 and you try to power off
Enclosure#1 Slot#1 using the command “PowerOffDisk Enclosure#1
Slot#1”, remove the failed disk, and then power-cycle the Raid
subsystem, the Disk Slot will be powered on. If you insert a new Disk
in Enclosure#1 Slot#1, the Disk will be detected. Take note that using
“Restart Controller” function, instead of power-cycle, still will not
power on the Disk Slot.

NOTE: Sometimes the “PowerOffDisk” command will need to wait
for several seconds before command execution is completed (web
GUI is updated), specially when the Raid subsystem is active or
busy.

User Manual



