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Preface  

 

About th is manual  
 

This manual provides information regarding the hardware features,  installation and 

configuration  of the RAID subsystem . This document also describes how to use the 

storage management software. Information contained in the manual has been 

reviewe d for accuracy, but not for product warranty because of the various 

environment/OS/settings. Information and specifications will be changed without 

further notice.  

 

This manual uses section numbering for every topic being discussed for easy and 

convenient  way of finding information in accordance with the userôs needs. The 

following icons are being used for some details and information to be considered in 

going through with this manual:  
 

 
 

 

 
 

 
 

 
 

 

 
 

 
 

 

 
 

 
 

 
 

 

 

Copyright  
 

No part of this publication may be reproduced, stored in a retrieval system, or 

transmitted in any form or by any means, electronic, mechanical, photocopying, 

recording or otherwise, without the prior written consent.  
 

Trademarks  
 

All products and trade names used in this document are tr ademarks or registered 

trademarks of their respective owner s.  

 

Changes  
 

The material in this document is for information only and is subject to change without 

notice.  

IMPORTANT!  

These are the important information that the user must 
remember.  

WARNING!  

These are the warnings that the user must follow to avoid 

unnecessary errors and bodily injury during hardware and 
software operation of the subsystem.  

CAUTION:  

These are the cautions that user must be aware of to 
prevent damage to the subsystem and/or  its components.  

NOTES:  

These are notes that contain useful information and tips 

that the user must give attention to in  going through with 

the subsystem operation.  
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Before You Begin  

Before going through with this man ual, you should read and focus on the following 

safety guidelines. Notes about the subsystemôs controller configuration and the 

product packaging and delivery are also included here.  

Safety Guidelines  

To provide reasonable protection against any harm on the part of the user and to 

obtain maxim um performance, user is advised to be aware of the following safety 

guidelines particularly in handling hardware components:  
 

Upon receiving of the product:  

 

× Place the product in its proper location.  

× Do not try to lift it by yourself alone. Two or more pe rsons are needed to remove 

or lift the product to its packaging. To avoid unnecessary dropping out, make 

sure that somebody is around for immediate assistance.  

× It should be handled with care to avoid dropping that may cause damage to the 

product. Always u se the correct lifting procedures.  
 

Upon installing of the product:  

× Ambient temperature is very important for the installation site. It must not 

exceed 30 ƁC. Due to seasonal climate changes; regulate the installation site 

temperature making it not to exceed the allowed ambient temperature.  

× Before plugging - in any power cords, cables and connectors, make sure that the 

power switches are turned off. Disconnect  first any power connection if the power 

supply module is being removed from the enclosure.  

× Outlets must be accessible to the equipment.  

× All external connections should be made using shielded cables and as much as 

possible should not be performed by bare  hand. Using anti - static hand gloves is 

recommended.  

× In installing each component, secure all the mounting screws and locks. Make 

sure that all screws are fully tightened.  Follow correctly all the listed procedures 

in this manual for reliable performance.  

Controller Configurations  

This RAID subsystem supports both single controller and dual controller 

configurations. The single controller can be configured depending on the userôs 

requirements. On the other side, these controllers can be both configured and be 

active to increase system efficiency and to improve performance.  

 

This manual will discuss es both single and dual  controller configuration.  

Packaging, Shipment and Delivery  

 
× Before removing the subsystem from the shipping carton, you should visually 

inspect the physical condition of the shipping carton.  

× Unpack and verify that the contents of the shipping carton are complete and in 

good condition.  

× Exterior damage to the shipping carton may indicate that the contents of the 

carton are damaged.  

× If any da mage is found, do not remove the components; contact the dealer where 

you purchased the subsystem for further instructions.  
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Unpacking the Shipping Carton  

 

The shipping package contains the following:  

 

 

 
 

RAID Subsystem Unit  

 
Two  (2) power cords  

 

One (1) external Fibre optic cable  for single 

RAID controller  

 

Note: Two   Fibre optic  cables for dual RAID 

controllers  

 

One (1) RJ45 Ethernet cable for single RAID 

controller  

 

Note: Two Ethernet cables for dual RAID 

controllers  

 

One (1) external serial cab le RJ11- to -DB9 

for single RAID controller  

 

Note: Two  serial cables for dual RAID 

controllers  

 

One(1) Controller Blanking Plate  

 

Note: For dual RAID controller  

 

One(1) PSFM Plate Cover  

 

User Manual  

 

 

NOTE: If any damage is found, contact the dealer or vendor  for 

assistance.  
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Chapter 1   Product Introduction  
 

 
 

 

 

 
 
      

The RAID Subsystem  
 

 

The RAID subsystem features 8Gb FC -AL host performance to increase system efficiency 

and performance. It features high capacity expansion, with 12  hot -swappa ble 

SAS2/SATA3 hard disk drive bays in a 19 - inch 2U rackmount unit, scaling to a maximum 

storage capacity in the terabyte range.  

 

Controller Redundancy  

Å Dual -active RAID controller with cache mirroring through dedicated high speed bus  

Å Automatic synchroniza tion of firmware version in the dual -active mode  

Å Redundant controller operation with active/active and failover/failback function  

Å Redundant flash image for controller availability  

Å Management port seamless take -over  

High availability  

Å DataBoltÊ Bandwidth Optimizer for balance faster host and slower SAS or SATA 

devices  

Å RAID level 0, 1,10(1E), 3, 5, 6, 30, 50, 60, 00, 100, Single Disk and JBOD  

Unparalleled Drive Support  

Å Support for native 4K and 512 byte sector SAS and SATA devices  

Å Support HDD firmware update  

Å SSD automatic monitor clone (AMC) support  

Å S.M.A.R.T. support  

Energy Saving  

Å Low power consumption & Low heat production  

Å Support intelligent power management to save energy and extend service life  
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RAID Management  

Å Access terminal menu by telnet via a LAN port  

Å API library for customer to write its own monitor utility  

Å Field -upgradeable firmware in flash ROM  

Å Firmware -embedded manager via RS -232 port  

Å Firmware -embedded Web Browser -based RAID manager allows local or remote 

management and configuration  

Å SAP management  utility to easily manage multiple RAID units in the network  
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1.1   Technical Specifications  

 

RAID Controller  8Gb FC-  6Gb SAS 

Controller  Single or Redundant  

Host Interface  Four / Eight  FC-AL (8Gb/s)  

Disk Interface  6Gb/s SAS, 6 Gb/s SATA HDD/SSD  

SAS Expansion  One / Two 6Gb/s SAS (SFF -8644)  

-  Direct Attached  12  Disks  

-  Expansion  Up to 256 Disks  

Processor Type  1.2GHz Dual Core RAID -On-Chip processor  

Cache Memory  2GB ~ 8GB / 4GB ~ 16GB DDR3 ECC SDRAM  

Management Port Support  2 x RJ11 Serial Ports; 1 x RJ45 Ethernet Port  

Battery Backup  Optional  

RAID level  
0, 1,10(1E), 3, 5, 6, 30, 50, 60 , 00, 100, 

Single Disk and JBOD  

LUNs Up to 128  

Hot Spare  Global and Dedicated  

Stripe Size  Up to 1024KB  

Cache writing approaches  Write - thro ugh or write -back  

Online Rebuild  Yes 

Automatic drive 

insertion/removal detection  
Yes 

Multiple RAID selection  Yes 

Online Array roaming  Yes 

Online RAID level / stripe size 

migration  
Yes 

Online capacity expansion  Yes 

Online volume set growth  Yes 

SNMP manager  Yes 

E-mail Notification  Yes 

Instant availability and  

background initialization  
Yes 

HDD Xfer Speed  Test  Yes 

Real time clock support  Yes 

RAID clock Synchronization  Yes (Using NTP)  
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Multiple pairs SSD/HDD disk 

clone  
Yes 

Multi -Path I/O  (MPIO) S upport  Yes 

Platform  Rackmount  

Form Factor  2U 

# of Hot Swap Trays  12 

Tray Lock  Yes 

Disk Status Indicator  Access / Fail LED  

Backplane  SAS2 / SATA 3 Single BP  

# of PS/Fan Modules  400W x 2 w/PFC  

# of Fans  2 

Power requirements  
AC 90V ~ 264V Full Range  

8A ~ 4A, 47Hz ~ 63Hz  

Relative Humidity  10% ~ 85% Non -condensing  

Operating Temperature  10°C ~ 40°C (50°F ~ 104°F)  

Physical Dimension  590(L) x 482 (W) x 88 (H) mm  

Weight (Without Disk)  18.2 / 19.7  Kg 

 
Specification is subject to change without notice.  
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1.2   RAID Concepts  
 

RAID Fundamentals  

The basic idea of RAID (Redundant Array of Independent Disks) is to combine multiple 

inexpensive disk drives into an array of disk drives to obtain performance, capacity and 

reliability that ex ceeds that of a single large drive. The array of drives appears to the 

host computer as a single logical drive.  

 

Five types of array architectures, RAID 1 through RAID 5, were originally defined; each 

provides disk fault - tolerance with different compromise s in features and performance. In 

addition to these five redundant array architectures, it has become popular to refer to a 

non - redundant array of disk drives as a RAID 0 arrays.  

 
 

Disk Striping  

Fundamental to RAID technology is striping. This is a method of combining multiple 

drives into one logical storage unit. Striping partitions the storage space of each drive 

into stripes, which can be as small as one sector (512 bytes) or as large as several 

megabytes. These stripes are then interleaved in a rotating  sequence, so that the 

combined space is composed alternately of stripes from each drive. The specific type of 

operating environment determines whether large or small stripes should be used.  

 

Most operating systems today support concurrent disk I/O operati ons across multiple 

drives. However, in order to maximize throughput for the disk subsystem, the I/O load 

must be balanced across all the drives so that each drive can be kept busy as much as 

possible. In a multiple drive system without striping, the disk I/O load is never perfectly 

balanced. Some drives will contain data files that are frequently accessed and some 

drives will rarely be accessed.  

 

 

 
 
 

By striping the drives in the array with stripes large enough so that each record falls 

entirely within on e stripe, most records can be evenly distributed across all drives. This 

keeps all drives in the array busy during heavy load situations. This situation allows all 

drives to work concurrently on different I/O operations, and thus maximize the number 

of sim ultaneous I/O operations that can be performed by the array.  
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Definition of RAID Levels  

RAID 0 is typically defined as a group of striped disk drives without parity or data 

redundancy. RAID 0 arrays can be configured with large stripes for multi -user 

env ironments or small stripes for single -user systems that access long sequential 

records. RAID 0 arrays deliver the best data storage efficiency and performance of any 

array type. The disadvantage is that if one drive in a RAID 0 array fails, the entire arra y 

fails.  

 

 

 
 
 

RAID 1 , also known as disk mirroring, is simply a pair of disk drives that store duplicate 

data but appear to the computer as a single drive. Although striping is not used within a 

single mirrored drive pair, multiple RAID 1 arrays can be st riped together to create a 

single large array consisting of pairs of mirrored drives. All writes must go to both drives 

of a mirrored pair so that the information on the drives is kept identical. However, each 

individual drive can perform simultaneous, ind ependent read operations. Mirroring thus 

doubles the read performance of a single non -mirrored drive and while the write 

performance is unchanged. RAID 1 delivers the best performance of any redundant array 

type. In addition, there is less performance degr adation during drive failure than in RAID 

5 arrays.  
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RAID 3 sector -stripes data across groups of drives, but one drive in the group is 

dedicated for storing parity information. RAID 3 relies on the embedded ECC in each 

sector for error detection. In  the case of drive failure, data recovery is accomplished by 

calculating the exclusive OR (XOR) of the information recorded on the remaining drives. 

Records typically span all drives, which optimizes the disk transfer rate. Because each 

I/O request accesse s every drive in the array, RAID 3 arrays can satisfy only one I/O 

request at a time. RAID 3 delivers the best performance for single -user, single - tasking 

environments with long records. Synchronized -spindle drives are required for RAID 3 

arrays in order t o avoid performance degradation with short records. RAID 5 arrays with 

small stripes can yield similar performance to RAID 3 arrays.  

 

 
 
 
Under RAID 5 parity information is distributed across all the drives. Since there is no 

dedicated parity drive, all dr ives contain data and read operations can be overlapped on 

every drive in the array. Write operations will typically access one data drive and one 

parity drive. However, because different records store their parity on different drives, 

write operations can  usually be overlapped.  

 
 

 
 
 

Dual - level RAID achieves a balance between the increased data availability inherent in 

RAID 1 , RAID 3, RAID 5 , or RAID 6  and the increased read performance inherent in disk 

striping (RAID 0). These arrays are sometimes referre d to as RAID 10  (1E), RAID 30, 

RAID 50  or RAID 60.  
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RAID 6 is similar to RAID 5 in that data protection is achieved by writing parity 

information to the physical drives in the array. With RAID 6, however, two sets of parity 

data are used. These two sets ar e different, and each set occupies a capacity equivalent 

to that of one of the constituent drives. The main advantage of RAID 6 is High data 

availability ï any two drives can fail without loss of critical data.  

 

 

 

In summary:  

È RAID 0 is the fastest and mos t efficient array type but offers no fault - tolerance. RAID 

0 requires a minimum of one drive . 

È RAID 1 is the best choice for performance -critical, fault - tolerant environments. RAID 

1 is the only choice for fault - tolerance if no more than two drives are used . 

È RAID 3 can be used to speed up data transfer and provide fault - tolerance in single -

user environments that access long sequential records. However, RAID 3 does not 

allow overlapping of multiple I/O operations and requires synchronized -spindle drives 

to av oid performance degradation with short records. RAID 5 with a small stripe size 

offers similar performance.  

È RAID 5 combines efficient, fault - tolerant data storage with good performance 

characteristics. However, write performance and performance during driv e failure is 

slower than with RAID 1. Rebuild operations also require more time than with RAID 1 

because parity information is also reconstructed. At least three drives are required 

for RAID 5 arrays.  

È RAID 6 is essentially an extension of RAID level 5 whic h allows for additional fault 

tolerance by using a second independent distributed parity scheme (two -dimensional 

parity). Data is striped on a block level across a set of drives, just like in RAID 5, and 

a second set of parity is calculated and written acr oss all the drives; RAID 6 provides 

for an extremely high data fault tolerance and can sustain multiple simultaneous 

drive failures. It is a perfect solution for mission critical applications.  
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RAID Management  

 
The subsystem can implement several diff erent levels of RAID technology. RAID levels 

supported by the subsystem are shown below.  
 

RAID Level  Description  Min. Drives  

0  

Block striping is provide, which yields higher 

performance than with individual drives. There is 

no redundancy.  

1 

1  
Drives are paired and mirrored. All data is 100% 

duplicated on an equivalent drive. Fully redundant.  
2 

3  
Data is striped across several physical drives. 

Parity protection is used for data redundancy.  
3 

5  
Data is striped across several physical drives. 

Parity protec tion is used for data redundancy.  
3 

6  

Data is striped across several physical drives. 

Parity protection is used for data redundancy. 

Requires N+2 drives to implement because of two -

dimensional parity scheme . 

3 

10 (1E)  

Combination of RAID levels 1 and 0. T his level 

provides striping and redundancy through 

mirroring.  RAID 10  requires the use of an even 

number  of disk  drive s to achieve data protection, 

while RAID 1E (Enhanced Mirroring) uses an odd 

number of drive s.  

3 

30  

Combination of RAID levels 0 and 3. T his level is 

best implemented on two RAID 3 disk arrays with 

data striped across both disk arrays.  

6 

50  

RAID 50 provides the features of both RAID 0 and 

RAID 5. RAID 50 includes both parity and disk 

striping across multiple drives. RAID 50 is best 

impleme nted on two RAID 5 disk arrays with data 

striped across both disk arrays.  

6 

60  

RAID 60 combine s bot h RAID 6 and RAID 0 

features . Dat a is striped acros s disk s as in RAID 

0, an d it  use s doubl e distribute d parit y as in 

RAID 6. RAID 60 provide s dat a reliabili ty , goo d 

overal l performanc e and supports larger volume 

sizes.  

RAID 60 also provide s ver y hig h reliabilit y becaus e 

dat a is stil l available even  if  multiple  disk  drives  

fail  (two  in  each  disk  array).  

6 

00  

Two levels of block - level striping . There is no 

red undancy.  Maximum 32 disks per Raid Set . I f 

you need  to create Raid Set over 32  disks, use 

RAID 00 . 

6 

100  

Combination of RAID levels 10 and 0. Mirroring 

without parity, and two levels of block - level 

striping . 

6 
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1.3    Fibre  Functions  

1.3.1   Overview  
 

Fibr e Channe l is a set  of st andard s unde r th e auspic es of ANSI  (Americ an Natio nal 

Standard s Institute) .  Fibr e Channe l combin es th e best  featur es from SCSI  bu s and 

I P protocol s int o a singl e st andar d interf ace, includin g high - per form ance  data  

tr ansfer  (up  to  800 MB per  second),  low  error  rates,  mult iple conn ectio n topologi es, 

scal abilit y, and more . I t  retai ns th e SCSI  comm and -set functionalit y, bu t  uses a Fibr e 

Channe l controlle r inst ead of a SCSI  controlle r to provide  the  interf ace for  data  

tr ansmission.  In  todayôs fast -moving  com pute r enviro nments , Fibr e Channe l is th e 

ser ial dat a tr ansfer protoco l choice  for high - spee d tr ansportatio n of larg e volum e 

of in formatio n between wor kstation,  serve r, m ass storage  subsyst ems,  and  

per ipherals. Physicall y, th e Fibr e Channel can be an interconn ectio n of mult ipl e 

communi catio n points ,  calle d N_Ports . The por t  itse lf onl y m anag es th e 

conn ection betwee n itse lf and anothe r such end -por t  which , whic h coul d eithe r be 

par t  of  a switche d network , referre d to as a Fabri c in FC term inolog y, or a point - to -  

poin t  link . The fund amenta l element s of a Fibr e Channe l Networ k ar e Port  and Node . 

So a Nod e can be a compute r syst em , storag e device , or  Hub/Switch.  

 

Thi s ch apte r describ es th e Fibre - speci fic functio ns avail abl e in th e Fibre C hanne l 

RAI D controlle r.  Optio nal functio ns hav e bee n impl emente d for  Fibre C hanne l 

operatio n wh i ch  i s  onl y availabl e in th e Web browser -based RAI D m anage r. The 

LCD and VT-10 0 canôt  be used to con figur e some of  th e optio ns avail abl e for 

Fibr e Channel RAID contro ller.  

1.3. 2   Four  ways  to  conn ect  (FC Topologi es)  
 

A topolog y define s th e interconnectio n scheme . I t  define s th e numbe r of devic es 

tha t  can be conn ected . Fibr e Channe l support s thre e di fferen t  logica l or physica l 

arr ang ement s (topologi es)  for conn ectin g the device s int o a network:  
 

Á   Point - to -Point  

Á   Arbitrate d Loop(AL)  
Á   Switche d (Fabric)  

Á   Loop/MNID  

 

The physical  connection  between  devic es vari es from  one  topology  to  anothe r. In  all  of  

th ese topologi es,  a tr ansmitter  node  in  one  device  sends  in formation  to a  receiver  node  

in  another  device.  Fibre  Channel  networ ks can use  any  combi nation  of  point - to -point,  

arbitrated  loop (FC_AL),  and  switched  fabric  topologi es to  provide  a variety  of  device  

sharing  options.  
 
 

Point - to -point  
 

A point - to -point  topology  consists  of  two  and  only  two  devic es conn ected  by  N-  port s 

of whic h ar e connecte d dir ectl y. I n thi s topolog y, th e tr ansmi t  Fibr e of on e devic e 

conn ect s t o th e receive r Fibr e of th e othe r devic e and vic e versa. The conn ectio n is 

no t  share d wit h any othe r devic es. Simplicit y and use of th e ful l dat a tr ansfer rat e 

m ake thi s Point - to -poin t  topolog y an ideal exte nsion  to th e st andar d SCSI  bu s 
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interf ace. The point - to -poin t  topolog y extend s SCSI  connectivit y fro m  a serve r to a 

per iphera l devic e ove r longe r dist ances. 
 

Arbitrated  Loop  
 

The arbitrate d loo p (FC-AL)  topolog y provide s a relativel y simpl e metho d of 

conn ectin g and sharin g resourc es. Thi s topolog y allow s up to 12 6 devic es or node s 

in a single , continuou s loo p or ring . The loo p is constructe d by daisy - chainin g th e 

tr ansmi t  and receiv e cabl es fro m  on e devic e t o th e nex t  or  by usin g a hu b or 

switc h to creat e a virtua l loop . The loo p can be self- contained o r incorporate d as an 

elemen t  in a large r network . Incr easin g th e numbe r of devic es on th e loo p can 

reduc e th e overal l per form ance of th e loo p because th e amoun t  of t im e each devic e 

can use th e loo p is reduced . The port s in an arbitrate d loo p ar e referre d as L-Ports.  
 

Switche d Fabric  
 

A switched fabric a term is used in a Fibre channel to describe the generic switc hing or 

routing structure that delivers a frame to a destination based on the destination 

address in the frame header. It can be used to connect up to 16 million nodes, each of 

which is identified by a unique, world -wide name (WWN). In a switched fabric, e ach 

data frame is transferred over a virtual point - to -point connection. There can be any 

number of full - bandwidth transfers occurring through the switch. Devices do not have 

to arbitrate for control of the network; each device can use the full available 

bandwidth.  

 

A fabri c topolog y contain s on e or mor e switche s connectin g th e port s in the  FC 

network . The bene fit  of thi s topolog y is tha t  m any devic es (approx imately  2-24 )  can 

be conn ected . A por t  on a Fabri c switc h is calle d an F-Port  (Fabric  Port) .  Fabri c 

switch es can functio n as an al ias serve r,  multi - cast serve r, bro adcast  serve r, qualit y 

of servic e facilitato r and dir ector y serve r as well.  

 

Loop/MNID  
 

Controller supports Multiple Node ID (MNID) mode . A possible application is for zoning 

within the arbitr ated l oop. The different zones can be represented by the controller's 

source.  Embodiments of the present invention described above can be implemented 

within a Switch  for FC Arbitrated Loop.  
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1.3.3   Basic Elements  
 

The following elements are t he connectivity of storages and Server components using 

the Fibre channel technology.  
 

Cabl es and conn ectors  
 

Ther e ar e di fferen t  typ es of cabl es of vari es length s for use in a Fibr e Channe l 

con figuration . Two typ es of cabl es ar e supporte d:  Coppe r and Opti cal  ( fiber) .  

Coppe r cables ar e used for  shor t  dist ances and tr ansfer dat a up to 30 meter s per link .  

Fibe r  cable s  com e  in  tw o  distinc t  types :  Multi - Mod e  fiber  (MMF )  for  shor t  

dist ance s  (u p  t o  2km) ,  and  Single - Mod e  Fiber (SMF )  for longe r dist ances (u p t o 

10 kilometers) . By  de fau l t ,  t he  RA ID  subsys tem  support s two shor t -w av e 

multi -mod e fibr e optic  SFP connectors.  

 

Fibr e Channe l Adapter  
 

Fibr e Channe l Adapte r is a devic e tha t  is conn ected  to a wor kstation,  serve r, or host 

system  and contro l the protoco l fo r communications.  
 
 

Hubs  
 

Fibr e Channe l hub s ar e use d t o conn ect  up t o 12 6 nod es int o a logica l loop. All 

conn ecte d nod es shar e th e bandwidt h of thi s on e logica l loop . Each port  on  a  hu b  

contai ns  a  Por t  Byp ass  Circuit(PBC )  t o  automat icall y  ope n  and close  the  loop  to  

support  hot  pluggability.  
 
 

Switche d Fabric  
 

Switche d fabri c is th e highes t  performin g devic e availabl e fo r interconnecting larg e 

number  of devic es, incre asin g bandwidth , reducin g cong estio n and providing  

aggregate  throu ghput.  
 

Each devic e is conn ecte d to a por t  on th e switch , enablin g an on -dem and conn ectio n 

to ever y conn ecte d device . Each nod e on a Switche d fabri c uses an aggregate  

throughput  data  path  to  send  or receive  data.  
 
 

1.3 .4   LUN Masking  
 
 

LUN m askin g is a RAI D syst em -centri c en force d metho d of m askin g mult iple LUNs 

behin d a singl e port . By usin g Worl d Wid e Port  Nam es (WWPNs )  of serve r HBAs, 

LUN m askin g is con figure d at  th e volume level . LUN m askin g als o allow s s h a r i n g  

di sk storag e resourc e acros s mult ipl e ind ependent servers . A singl e larg e RAID 

devic e can be sub -divide d to serv e a numbe r of differen t  host s tha t  ar e att ached to 

th e RAID throug h th e SAN fabri c wit h LUN m asking . So tha t  onl y on e or a limite d 

numbe r of server s can see tha t  LUN, each LUN inside  th e RAID  device  can be limited.  
 

LUN m askin g can be don e eithe r at  th e RAID devic e (behin d th e RAID port )  or  at  th e 

serve r HBA. I t  is mor e secur e to m ask  LUNs at  th e RAID device , but  no t  al l RAI D 

devic es hav e LUN m askin g capabilit y. There fore , in orde r to m ask LUNs,  some  HBA 

vendors  allow  persistent  binding  at  the  driver - level.  
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1.4    Array Definition  

 

1.4 .1   Raid Set  

 

A Raid Set is a group of disk drives containing one or more logical volumes called 

Volume Sets. It is not possible to have multiple Raid Sets  on the same disk drives.  

 

A Volume Set must be created either on an existing Raid Set or on a group of available 

individual disk drives (disk drives that are not yet a part of a Raid Set). If there are 

existing Raid Sets with available raw capacity, new V olume Set can be created. New 

Volume Set can also be created on an existing Raid Set without free raw capacity by 

expanding the Raid Set using available disk drive(s) which is/are not yet Raid Set 

member. If disk drives of different capacity are grouped to gether in a Raid Set, then 

the capacity of the smallest disk will become the effective capacity of all the disks in 

the Raid Set.  

 
 

1.4 .2   Volume  Set  

 
A Volum e Set  is seen by th e hos t  syst em  as a singl e logica l device . I t  is organize d in a 

RAID leve l wit h one or mor e physica l disks . RAID leve l refer s to the leve l of dat a 

per form ance and prot ectio n of a Volum e Set .  A Volum e Set  capacit y can consum e al l 

or  a portio n of th e raw capacit y avail abl e in a Raid Set .  Mult ipl e Volum e Set s can 

exis t  on a grou p of di sks in a Raid  Set . Addi tiona l Volum e Set s create d in a specified 

Raid  Set  wil l resid e on al l th e physica l dis ks in th e Raid  Set . Thu s each Volum e Set  on 

th e Raid  Set  wil l hav e its dat a spr ead evenl y acros s al l th e di sks in th e Raid  Set . 

Volum e Set s of di fferen t  RAID level s ma y coexis t  on th e sam e Raid  Set.  

 

In the illustration below, Volume 1 can be assigned a RAID 5 level while Volume 0 might 

be assigned a RAID 10  level.  
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1.5   High Availability  

 

1.5 .1   Creating Hot Spares  

 
A hot spare drive is an  unused online available drive, which is ready to replace a failed 

disk drive. In a RAID level 1, 10 , 3, 5 ,  6, 30, 50, or 60  Raid Set, any unused online 

available drive installed but not belonging to a Raid Set can be defined as a hot spare 

drive. Hot spar es permit you to replace failed drives without powering down the system. 

When the RAID subsystem detects a drive failure, the system will do automatic and 

transparent rebuild using the hot spare drives. The Raid Set will be reconfigured and 

rebuilt in the background while the RAID subsystem continues to handle system request. 

During the automatic rebuild process, system activity will continue as normal, however, 

the system performance and fault tolerance will be affected.  

 

IMPORTANT: Th e ho t  spar e mus t  ha v e a t  leas t  th e  sam e o r  mor e  

capacit y  as the drive  it  replaces.  

 

 

1.5.2   Hot -Swap Disk Drive Support  

 
The RAI D subsyste m  has buil t - in  protectio n circui t  t o suppor t  th e replacemen t  of 

SATA har d dis k drive s withou t  havin g to shu t  dow n or reboo t  the system.  The 

removable  hard  drive  tray  can  deliver  ñhot swappableò fault - toler an t  RAI D solution  at  a  

price  muc h less tha n th e cost  of conventiona l SCSI hard disk RAID subsystems. This 

feature is provided in the RAID subsystem for  advance  fault  tolerant  RAID  protect ion  and  

ñonlineò drive  replacement.  

 

1.5.3   Hot -Swap Disk Rebuild  

 
The Hot -Swap feature can be used to rebuild Raid Sets with data redundancy such as 

RAID level 1, 10 , 3, 5 ,  6, 30, 50 and 60 . If a hot spare is not available, the failed disk 

drive must be replaced with a new disk drive so that the data on the failed drive can 

be rebuilt. If a hot spare is available, the rebuild starts automatically when a drive 

fails. The RAID subsystem automatically and transparently rebuilds failed drives in the 

backgroun d with user - definable rebuild rates. The RAID subsystem will automatically 

continue the rebuild process if the subsystem is shut down or powered off abnormally 

during a reconstruction process.  
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Chapter 2   Identifying Parts of the RAID Subsystem  
 

 

The illustrations below identify the various parts of the system. Familiarize yourself with 

the parts and terms as you may encounter them later in the later chapters and sections.  

 

 

2.1   Main Components  
 

 

2.1.1    Front View  
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2.1.1 .1   Disk Trays  

 

 
 

HDD  Status  Indicator  

 

 
 

 

Part  Function  

 
HDD Activity LED  This LED will  blink  blue  when  the  hard  drive  is being  accessed.  

 
HDD Fault  LED 

 
Green LED indicates power is on and hard drive statu s is good 

for this slot. If there is no hard drive , the LED is Red. If hard 

drive defected in this slot or the hard drive is failure, the LED 

is blinking red.  

 

 

Lock  Indicator  
 

Every D isk   Tray  is  lockable  and  is  fitted  with  a  lock  indicator  to  indicate 

whether or not the tray is locked into the chassis or not. Each tray is also fitted with 

an ergonomic handle for easy tray removal.  

 

When the Lock Groove is horizontal, this indicates that the D isk  Tray  is locked. When 

the Lock Groove is vertical , then the D isk Tray  is unlocked.  
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2.1.1 .2   LCD Front Panel  

 

 

 
 

 

Smart Function  Front Panel  

The smar t  LCD pane l is an option to  con figur e th e RAI D subsyst em . I f you are 

con figurin g th e subsyst em  usin g th e LCD panel , pres s th e Select button t o login and 

configure the RAID subsystem.  

 

Parts  Function  

Up and Down               

Arrow buttons             

Use the Up or Down arrow keys to go through 

the information on the LCD screen. This is also 

used to move between each menu when you 

configure th e subsystem.  

 

NOTE: When the Down Arrow button  is 

pressed 3 times, the LCD control will shift to 

the other RAID controller (in redundant 

controller mode) and the other RAID 

controllerôs IP address will be shown in LCD. 

Select button               
This i s used to enter the option you have 

selected.  

Exit button         EXIT  

Press this button to return to the previous 

menu.  

 

NOTE: This button can also be used to reset 

the alarm beeper. For example, if one power 

supply fails, pressing this button will mute t he 

beeper.  
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Environment Status LEDs  

 

 

 
 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Parts  Function  

Power  LED  Green LED indicates power is ON.  

Power Fail LED      
If a redundant power supply unit fails, this 

LED will turn to RED and alarm will sound.  

Fan Fail LED         

When a fan fails or the fanôs rotational speed 

is below 700 RPM, this LED will turn red and 

an alarm will sound.  

Over Temperature LED         

If temperature irregularities in the system 

occurs (HDD slot temperature over 6 5°C, 

Controller temperature over 80°C, CPU 

Temperature over 90 °C), this LED will turn 

RED and alarm will sound.  

Voltage Warning LED     
An alarm will sound warning of a voltage 

abnormality and this LED will turn red.  

Activity LED     

This LED will  blink  blue  when  the  RAID 

subsystem is busy o r active . 



 Fibre to SAS/SATA RAID Subsystem 

 

26  User Manual 

 

2.1.1.3   LCD IP Address in Dual Controller Mode  

 

 

In dual controller mode, the RAID subsystem has 2 IP addresses which can be 

accessed separately.  

By default, the IP address of Controller 1 is shown.  

To view the IP address of Con troller 2, press the ñDown Arrowò  button in the 

front panel three (3) times.  

When the IP address of Controller 1 is shown, there is no blinking rectangular 

character at the end of the IP address.  

When the IP address of Controller 2 is shown, there is a b linking rectangular 

character at the end of the IP address.  

When the IP address has a link (connected to network), there is an ñ*ò at the end 

of the IP address. When there is no link, there is no ñ*ò. 

 

Controller 1 IP Address (No rectangular character)  

  

Controller 1 has Link  Controller 1 has no Link  

 

 

 

Controller 2 IP Address (With rectangular character blinking)  

  

Controller 2 has Link  Controller 2 has no Link  
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2.1.2   Rear View  

 
Single Controller  

 

 
 

Dual Controller  

 

 
 

Controller Modul e  ï The subsystem has redundant  controller  module . 

 

Power Supply / Fan Module #1, #2  ï Two power suppl y / fan module s are 

located at the rear of the subsystem. Each PSFM has one Power Supply and two Fans. 

PSFM 1 has Power#1, Fan#1 and Fan#2. PSFM 2 has Pow er#2, Fan#3 and Fan#4.  

If the power supply fails to function, the Power Fail LED will turn red and an alarm 

will sound. An error message will also appear on the LCD screen warning of power 

failure.  

The fan in a power supply fan module is powered independe ntly. When a power 

supply fails, the fan will still be working and provides airflow inside the enclosure.  

 






















































































































































































































